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Preface

Are we at the threshold of a major breakthrough in the field of Condensed Matter Nuclear Science? After almost
30 years of work by passionate scientists and a lot of false hopes, maybe, finally we are seeing the light at the end of the
tunnel, and it is not an oncoming train! This new volume of the Journal of Condensed Matter Nuclear Science shows
the increased interest in the field by theoreticians and experimentalists. It should be noted that there are a variety of
ways to consider the phenomenon of Low Energy Nuclear Reactions, indicating that the phenomenon is more general
than thought of at the beginning.

Sincerely,

Dr. Jean-Paul Biberian
November 2018
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Abstract

In two previous papers, we described the equipment and the results of an experiment in which nuclear reactions occurred in a mole
of mercury, in a condition of Local Lorentz Invariance breakdown. The elemental analyses performed after the (continued in p.2)
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123
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(continuation of Abstract from page 1) experiment showed the presence of elements which were not part of the set-
up before the treatment. However, some of the detected elements were not reported in the results as they needed
further analysis. In this final paper, all the elements detected in the above-mentioned experiment are presented along
with their concentration measured in the analysed samples. Of particular interest is the presence of some rare earth
elements among them.

1. Introduction

In the last few years, Low Energy Nuclear Reactions (LENR) were reported to occur under different experimental
conditions. Due to the different methods used to produce these effects, different names were used for them: cold
fusion [1,2], piezonuclear reactions [3–6], Condensed Matter Nuclear Science [7] and E-Cat [8]. They have not been
widely accepted by the scientific community, mainly because they do not seem to follow the known laws of physics.

Recently, the Deformed Space–Time (DST) theory was suggested [9] as a general theory able to explain the occur-
rence of all these phenomena.

This theory can be considered as a generalization of General Relativity (GR), which predicts the gravitational
interaction as a curvature of space–time. According to the DST theory [10,11], all interactions can deform space–time,
thus changing the 4D-metric parameters of the local Minkowskian frame. In this sense, the Riemannian curvature of
GR is only a particular case of deformation and not unique [12].

A local deformation of space-time corresponds to a violation of the Local Lorentz Invariance (LLI), which, on the
contrary, assumes that space–time is locally isotropic, homogeneous and flat.

Energy [10,11] and energy density [6] in space and in time play a fundamental role in this deformation. Four
different energy thresholds were deduced [10,11], each one for each of the four different fundamental interactions,
starting from the experimental data collected in experiments specifically dedicated to the study of these interactions:
the pure leptonic decay of the meson K0 short for the weak nuclear interaction; the pion pair production obtained in
1984 by the UA1 collaboration at CERN for the strong interaction; the superluminal propagation of electromagnetic
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waves in conducting waveguides with variable section for the electro-magnetic interaction; the relative rates of clocks
at different heights in the gravitational field of Earth for the gravitational interaction.

The DST reactions possess three peculiar characteristics: the existence of an energy density threshold to be reached
and overtaken, which may also result in a delay of the reaction start; the spatial anisotropy; the time asymmetry and
asynchrony, which correspond to the emission of aperiodic intense beams having a very short life-span and different
chronological structure rather than continuous emissions of particles.

Besides, in the case of DST nuclear reactions, the absence of gamma radiation has also been always experimentally
verified [4,9,19,20] and can be considered as a further signature of the DST nuclear reactions. Some or all of these
characteristics have been also reported [9] by several authors in LENR.

Following a previous experiment [13–15], where the anisotropic emission of neutrons from a steel bar subjected to
ultrasound was attributed to the LLI breakdown, a new experiment was conceived [16]. The target was to induce the
breakdown of LLI in a mole of mercury and hence the initiation of DST nuclear reactions.

The striking result of this experiment consisted in finding in the matrix of mercury chemical elements whose
presence had already been excluded by the initial blank analyses. The atomic mass of these elements was both heavier
and lighter than that of mercury. This fact is unusual as nuclear fusion reactions usually produce heavier nuclei, but
not heavier then iron, while nuclear fission reactions produce lighter nuclei, but not lighter then iron. In this case, on
the contrary, reactions could occur in both directions, irrespective of the position with respect to iron.

After 180 s of treatment of the mole of mercury, some solid material appeared floating on top of the still liquid
mercury. A thorough and careful elemental analysis of each part of the experimental equipment (initial mercury,
container, ultrasound conveying implements, final mercury and of the course the solid material) was carried out by
different analytical techniques.

An element of this solid material was considered as a reliable reaction product if it was detected by at least two
different techniques and if it was neither present in the initial mercury pool nor in the container nor in the used tools.

This data rejection rate is very severe since an element which does not comply with the requirements above is
excluded also when it is present as a different isotope. Besides, it is also excluded even if the element is detected by
different investigators in different laboratories if their instruments use the same technique.

A subsequent paper [17] announced the results obtained in a laboratory enabled to release official certification.
They confirmed previously reported results.

Due to the stringent requirements adopted to accept an element as a reliable reaction product, several elements
and isotopes were discarded and hence not reported in the previous two papers [16,17]. In contrast, for the sake of
completeness and in order to gain the global picture of the outcomes collected in this experiment, all the elements and
isotopes detected as reaction products, with the only limitation of not being part of the blank, are listed in this paper.

We point out that we are not presenting a new set of experiments confirming the results of those previously reported,
but we present new information about the results obtained by analysing the material produced after the previous
experiment.

2. Experimental

One mole of mercury (0.2 kg) from SPHERAE SRL (Gorizia, Italy) declared 99.99% pure, was treated making use of
the Startec reaction system dedicated to DST reactions and built up according to the patents reported in [16].

Due to the restrictions connected to the patent, the technological details of the reaction system cannot be described
here. However, the physics and the scientific details that are the basis of the instrument are reported in Section 1, and
are widely discussed in the papers related to DST-theory.

We are aware of this limitation, which is usually not widely discussed in the scientific literature. Nowadays, the
distance between Science and Technology is becoming shorter and shorter since the time interval between the scientific
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finding and the technological application is shorter than in the past. However, different laws rule the two worlds that, in
this sense, are widely separated. We think that respecting the rules of the technological world is a duty of the scientist,
so we will just summarize the related patents, without giving details.

The experiment lasted 3 min and was repeated 10 times in one year, between 2012 and 2013. Each time, a solid
material formed and was extracted from the remaining liquid phase.

The initial temperature was 20±2◦C while the final temperature was 260±2◦C. They were measured by infrared
thermometer Fluke 68 IR.a

In the year 2016, the spatial concentration of energy was slightly modified in three trials although the same source,
the same power and the same total energy released to the sample were used. In these cases, no formation of solid
material was observed and the temperature increase was smaller (20±2◦C–80±2◦C).

As forecast in the DST-theory, the energy concentration rather than the total energy is of fundamental importance.
In these cases, the necessary conditions to create the LLI breakdown were not attained and the DST-reactions did not
occur. For this reason, the corresponding three samples were not further considered.

In the first instance, the composition of the formed solid phase was analysed together with some residual part of
Mercury. In the second instance, before analysing this material, it was heated at 400◦C in Nitrogen flux inside a Pyrex
container (the so-called stripping procedure), with the aim of eliminating mercury.

The latter procedure, however, also eliminated other elements. In particular, Bromine was detected by three differ-
ent techniques in the first step while it was not detected in the second one.

The composition of solid material was investigated by using different techniques in different Italian institutions:

• Inductively coupled plasma optical emission spectroscopy (ICP-OES).

Instrument: Perkin Elmer optical emission spectrometer OPTIMA 8300/at Università Politecnica delle Marche – An-
cona (UNIVPM).

• Inductively coupled plasma mass spectroscopy (ICP-MS).

Instrument: Thermo Fisher X series II/at National Council for Researches, Rome (CNR).

• ICP-MS.

Instrument: Perkin Elmer OPTIMA 2100 DV/at CNR.

• ICP-MS.

Instrument: Agilent 7005C octopole reaction system/at CNR.

• Environmental scanning electron microscopy with energy dispersive spectroscopy (ESEM+EDS).

Instrument: FEI Quanta 200/at University of Urbino.

• ESEM+EDS.

Instrument: LEO 1450 VP LAIKA Cambridge at Università di Roma 1 – Rome.

• Scanning electron microscopy with energy dispersive spectroscopy (SEM+EDS).

Instrument: FEI x120 with EDAX ECON 4 EDS/at UNIVPM.

aBy the way, in a previous paper [16] it was erroneously quoted as model 69.
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• Scanning electron microscopy (SEM).

Instrument: SEM Cambridge Stereoscan 250 MK3/at ENEA-Rome.

• X-ray fluorescence (XRF).

Instrument: Spectro x-Lab2000/at CNR.

• Instrumental neutron activation analysis (INAA).

Instrument: Gamma detector with high purity Ge by ORTEC (HPGe ORTEC) at nuclear reactor TRIGA Mark II-
upgrade/at ENEA- Casaccia.

These techniques were also used to determine the elemental composition of the blank: mercury from the initial
pool; pieces of the vessel containing the mercury in the reaction device; parts of the tools in contact with mercury
inside the device; parts of the same tools not in contact with mercury.

Further analyses [17] were performed at the CAIM laboratory (Follonica – Grosseto, Italy), accredited by Accredia
as lab.#0437. In fact, International agreements ensure the validity and credibility of accreditation as an effective
instrument of qualification of operators and of conformity assessment on the European and world market. They used
the standard method UNI EN 13656:2004, which defines the mineralization of a solid sample, necessary before feeding
it into an analytical device, by using a microwave digestion system (in this case: mineralization system Ethos 1 -
Advanced Microwave Digestion System), and the standard method UNI EN ISO 17294-2:2005, which describes the
instrumental measurement of metals by using ICP-MS (in this case: model 7700 – Agilent Technologies).

3. Results

As explained in the introduction, only the elements that were detected by two different techniques, and that were not
among the elements of the blank, were considered reliable reaction products. These are reported in [16]. Further
results satisfying less stringent conditions were also reported in [17], as explained in Section 2.

Both data are gathered in the second column of Table 1. On the other hand, the results relevant to the present paper
can be found in the third column of the same table. This column contains a list of elements or isotopes that had been
detected but were not reported in the previous works, due to the severe conditions imposed on the determination of the
suspected reaction products.

When allowed by the detecting technique (INAA or ICP-MS), the isotopes of the elements are reported in the
table. In this case, the position of the isotope by natural abundance on the Earth is also indicated. The concentration
of the reported isotope can be evaluated from that measured of the corresponding element by considering the natural
abundance.

The fifth column of Table 1 shows the techniques by which the element or isotope was detected.
Calcium (43Ca) was also detected among the products. However, it is not reported in Table1, as it is usually

considered ubiquitously present.

4. Discussion

Ninety are the natural elements on the Earth: among them, 19 were excluded from the reaction products because
they were present in the devices and original mercury pool; 11 are gaseous at room temperature and pressure and
thus could not be detected in our experimental conditions. Among the remaining 60 elements, Table 1 shows that 28
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Table 1. Reaction products of the DST-reactions in mercury ordered by atomic number Z.
The elemental concentrations in column 4 is related to the analysed sample, not the whole mole
of mercury. In bracket, isotope position by natural abundance on the Earth: 1st, 2nd, 3rd, . . .
isotope; mono represents naturally monoisotopic element on the Earth.

Z Element/isotope
in [16,17]

Other detected
element/isotope

Elemental
concentration

Detecting
techniques

3 7Li (1st) 0.40±0,05 ppb ICP-OES
ICP-MS

4 9Be (mono) 0.004 ± 0,001 ppb ICP-MS
22 47Ti (3rd) 7800 ± 800 ppm ICP-OES

ICP-MS
ESEM

23 51V (1st) 0.10 ± 0,03 ppb ICP-MS
INAA

27 59Co (mono) 34 ± 2 ppm ICP-OES, I
NAA
XRF

28 58Ni (1st) 186 ± 20 ppm ICP-OES
INAA
XRF
ICP-MS

31 69Ga (1st)
71Ga (2nd)

84 ± 10 ppm ICP-MS
XRF
INAA

32 Ge 2780 ± 300 ppm XRF
34 78Se (2nd)

82Se (4th)
240 ± 25 ppm ICP-MS

XRF
35 79Br (1st) 77 000 ± 5000 ppm ESEM

INAA
XRF

37 Rb 335 ± 35 ppm XRF
39 89Y (mono) 56 ± 8 ppm ICP-MS

INAA
42 95Mo (3rd)

98Mo (1st)
1113 ± 3 ppm ICP-MS

INAA
48 111Cd (3rd) 6 ± 2 ppm ICP-MS

XRF
49 113In (2nd) 10820 ± 120 ppm INAA
50 118Sn (2nd)

124Sn (6th)
6 ± 0.6 ppm ICP-MS

INAA
XRF

51 121Sb (1st)
123Sb (2nd)

0.30 ± 0.13 ppm ICP-MS
INAA

58 138Ce (3rd)
140Ce (1st)

34.5 ± 4,0 ppm INAA
ICP-MS

63 151Eu (2nd) 31 ± 7 ppb INAA
64 152Gd (7th)

158Gd (1st)
417 ± 17 ppm INAA

70 174Yb (4th) 57 ± 24 ppm INAA
71 176 Lu (2nd) 141 ± 37 ppm INAA
72 177Hf (3rd) 450 ± 50 ppm INAA

XRF
75 185Re (3rd) 30 ± 3 ppm INAA
78 190Pt (6th)

195Pt (1st)
196Pt (3rd)

1332 ± 9 ppm INAA
ICP-MS
INAA

79 197Au (mono) 0.07 ± 0,01 ppb ICP-MS
INAA

90 232Th (mono) 35 ± 5 ppm INAA
XRF

92 238U (1st) 114 ± 20 ppm ICP-MS
XRF
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are considered reaction products. Calcium could have also been counted in, as it was only detected in the produced
material.

Beside the ability of DST-reactions to produce both lighter and heavier nuclei from those of the starting material,
as already remarked in previous works [16,18], it is also interesting to note that six of the 17 rare earthsb were also
detected in the formed material: yttrium, cerium, europium, gadolinium, ytterbium and lutetium. This fact could be
the starting point for a new way to produce them, thus also eliminating the troubles related to their supply.

Among the 31 elements that were not found, the absence of caesium is particularly important, as it is a harmful
product of other nuclear reactions.

A quantitative prediction of the reaction products in a single experiment is not yet possible. In fact, the elements
of Table 1 were found inside the solid material obtained from one run. In this sense, the reported uncertainty concerns
only the investigated amount of produced material and is not obtained over different runs.

Moreover, the primary reactions, supposed to occur in conditions of LLI breakdown, could produce elements that,
in turn, produced other elements in secondary reactions. These last could either occur in condition of LLI breakdown
or in accordance with the LLI.

We can thus argue that, although the control of the conditions producing DST-reactions is attained in this experi-
ment, a fine determination of the reaction paths would require long systematic investigations, which now are out of the
aims of our study.

In any case, the DST nuclear reactions, which have also been observed to occur without concomitant dangerous
gamma emissions [4,9,19,20], appear to be very promising both from a fundamental and an applicative point of view.

Finally, we remark that the occurrence of nuclear reactions in mercury subjected to some kind of stress was also
reported by other authors (see [21,22] and references therein). Similarly to our case, those investigations can be
classified as “LENR in mercury” due to the types of reactions and the characteristics of the experimental apparatus.
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Abstract

At INFN-LNF, starting in 2011, we have investigated the behavior of the Constantan (Cst) alloy (Cu55Ni44Mn1; ISOTAN44) with
hydrogen and/or deuterium (H2/D2) absorption and the generation of anomalous excess heat (AHE) at high temperatures (i.e.
>200◦C). To further improve the intrinsic, excellent catalytic proprieties of Cst in H2 → 2H dissociation, we subjected the surface
to repeated cycling of “flash” oxidation (pulsed power up to 20 kVA/g), obtaining sub-micrometric particles of mixed composition
(Cst–NiOx–CuOy–CuxNiyOz) and reducing deleterious self-sintering problems with nano-materials at high temperatures. Despite
the fact that results with thin, long wires (Φ = 200 µm, l = 100 cm) were generally positive and excess power (10–20%) was
frequently recorded (5–10 W at 50 W input), reproducibility remained unsatisfactory. Later, we realized that iron impurities (up
to 1% in the old, pre-1970 batch of Cst) enhanced AHE generation, especially at T > 500◦C. Since 2014, we added Fe(NO3)3
solutions both to the Cst sub-micrometric surfaces (during flash oxidation process),and to borosilicate glass sheaths (SIGI-Fabier;
micrometric fibers, previously wetted-dried with Sr(NO3)2 solution) where wires were inserted (as electrical (continue on p.10)
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123
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insulation). Recently, we adopted the methodology of making several knots along wires (holes 150–200 µm), later
coated multiple times with an iron solution. We introduced potassium into the solution (which is known as a promoter
of iron catalytic performance) and, eventually, manganese to prevent or decrease potassium evaporation. H+ electro-
migration, due to large current (>2 A) flowing along the Cst wires as well as high magnetic fields at the center of the
knots and on iron micro-particles (absorbing hydrogen at high temperatures) deposited inside micro-holes of Cst, is
supposed to play a role in AHE. The cylindrical thick-glass wall reactor had a volume of 250 cm3; operating pressures
were 0.1–3 bar; the gases used were helium (for calibration), D2, pure or mixed with xenon (which has ultra-low
thermal conduction). In a difference from our previous experiments, we employed only D2 and not H2. The three
wires we used were: platinum for calibration purposes and “indirect heating” of Cst wires, and Cst with 41 and 71
knots. Input power range was 10–90 W. Up to now we have observed that the AHE, measured at the external wall of the
reactor, reached the largest values (over 85 W, by comparison/extrapolation with platinum under helium, isoperibolic
procedure) when the highest input power (90 W) was applied to the 71-knots Cst in D2 mixed with xenon. Further
work is necessary to evaluate the effects of: I versus J, numbers of knots, gas mixtures, temperature (including electron
emission from SrO: inspired by Iwamura’s experiments, and the Richardson law).

1. Introduction

The main motivations for our new experimental work were as follows.

(1) Improving the reproducibility of results after realizing (in 2014) that some iron impurities in the main mate-
rial (Constantan, an alloy with composition Cu55Ni44Mn1, brand name ISOTAN44 from Isabellenhutte) and
potassium (at low concentration, about 10% atomic in respect to Fe), are crucial to get positive results.

(2) Increasing the amount of the Anomalous Heat Effect (AHE) previously (2011) detected by our group using the
Constantan (Cst) with its surface modified (sub-micrometric shape) and exploring the role of wire knots.

(3) Further studying the spontaneous anomalous voltage and current detected along wires once they absorbed
hydrogen or deuterium.

Aside from other effects, AHE is mainly due to the interaction of hydrogen (H2) or deuterium (D2) gas absorbed
and/or adsorbed by the Cst itself and/or on host sites, by enhancing the effect of nanostructures (pioneered by Y.
Arata), under forced non-equilibrium conditions, even local, of any type. Up to now, the following phenomena leading
to non-equilibrium conditions have been explored in the LENR field: electrical (everybody); thermal (everybody);
hydrogen or deuterium electro-migration (F. Celani); deuterium flux (Y. Iwamura); magnetic; laser (Cravens and Letts;
L. Holmlid and S. Olafsson; others); radiation stimulation (several); ultrasound (R. Stringham); fractures (A. Carpinteri
[1]); nano-magnetism and energy localization (Brian Ahern); femto-chemistry (F. Celani); etc.

We note that in our experience, the AHE origin and process with Cst is similar to that with palladium. Nevertheless,
Cst has the advantages of a significantly lower cost and higher robustness; in fact, AHE was still present after months
of experiments and after repeatedly cycling the wires between several hundred degrees Celsius and room temperature.
Unfortunately, we also observed that the catalytically active surface tends to become less effective upon exposure
to high temperatures under vacuum or in the presence of an inert gas, probably due to sintering and loss of the key
nanostructured surface produced by current pulses during wire preparation.

As described in our previous reports, we selected Cst because of its catalytic activity in hydrogen dissociation
[2], providing around 3 eV for the dissociation of H2 (or molecular deuterium, D2) from molecular to atomic state
(H2 → 2H). We typically used Cst in the shape of long (l =100 cm) and thin (Φ = 0.2 mm) wires, with weight 278 mg.
Their surface was made sub-micrometric (some particles have dimensions less than 200 nm, see SEM in Fig. 10) by
means of high-peak power and electric-thermal treatments: the typical energy was as large as 600–1000 J/g of Cst and
produced several hundred times by pulses with a width of 50 ms [3]. Because of such powerful, fast rise/fall times
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(<1 µs) and short duration pulses, the wires incandesce in red (indicating a temperature of about 800–900◦C), oxidize
in some milliseconds of time and rapidly quench at the end of the pulse. In air, the oxidation conditions vanish at about
600◦C. The energy density (J/g) is evaluated assuming no skin effects, but the effective density is larger. For some
aspects the flash oxidation we developed is similar to the “explosive” preparation procedure adopted for production of
nanomaterials, because of the formation of craters at the surfaces.

The procedure we developed resembles the highly sophisticated, melt-spinning and quenching procedure adopted
and optimized by Prof. Yoshiaki Arata and other groups (Osaka and Tohoku University, Japan) since 1995, to produce
nano-powders of Pd and Pd–Zr in the field of Solid State Fusion (the name given to LENR by Prof. Arata) [4]. We
were inspired by this procedure and modified it for the use with wires.

In previous successful experiments, after prolonged cycling at high-low temperatures, under H2 gas at high temper-
ature, the SEM of the wires showed the presence of fracturing phenomena due to hydrogen embrittlement: the typical
dimensionality of the particles was smaller with respect to an untreated sample used as reference, then, a useful effect.

2. Description of Experimental Set-up: Some Key Details

The experimental set-up is basically similar to that developed and published since 2011 [3]. In addition, we performed
several modifications to the wire geometry with the introduction of knots and adopted a new procedure for the chemical
impregnation of the borosilicate glass sheaths. In the following, we describe only the most recent set-up (started on
20/05/2016, and still in operation). We used only D2, not H2. D2O was also employed in the preparation of the solution
for impregnating the sheaths and coating the knots. It is possible that some residual hydrogen is coming both from
HNO3 used for preparing iron nitrate and from water adsorbed by the hygroscopic glass sheaths (when assembling
the reactor). From the isotopic point of view, H2, HD, D2 will be present, at different concentrations. The amount of
radioactive tritium, i.e. tritiated water (T2O) in the heavy water (D2O) that we used is quite low: measurements by
Liquid Scintillation Counting (LSC) gave values <250 dpm/ml (disintegrations per minute/milliliter), i.e. <4 Bq/ml.
The half-life of T , a β emitter, is 12.3 years and its specific activity (in the gas phase at RT) is 3.6×1014 Bq/g. Local
internal excitation by β-radiation (end point at 18.59 keV) appears unlikely. For radiation stimulation we used a weak
(10 kBq), γ-source (decay of natural Th232, sintered with tungsten, i.e. usual TIG electrodes used for welding), well
enclosed inside a thick SS cylinder, just positioned outside the wall of the glass reactor.

The overall system, which is quite complex and was developed using several unconventional procedures, is based
on the following features and facts:

(1) Thick wall (3 mm) borosilicate glass tube (Schott-Duran, further processed by glass blowers Spaziani Rolando
Srl), l = 25 cm, Φ = 32–40 mm. Gas pressures: vacuum, pressurized. The maximum pressure depends on
glass temperature for safety limits: e.g. <3 bar ABS at 300◦C of glass-tube wall temperature.

(2) Platinum wire (usually l = 100 cm; Φ = 100 µm). In this specific experiment l = 102.5 cm. Platinum has
multi-purpose uses: 1) power calibration of the system using inert gas (He); 2) indirect heating of the Cst
wires; 3) evaluation of mean wire temperature (i.e. platinum used also as thermometer).

(3) Two Cst wires, Φ = 200 µm. One with 41 knots, the other with 71 knots nominal. The initial length (without
knots) were 113 and 127 cm. After tying the knots, the length was reduced to 102.5 and 108.5 cm. During
assembly, the length of all wires was equalized to 102.5 cm: the number of knots in the 71-knot wire was
reduced to 65. (Because of the previous convention in our log-book, we kept the identification “Cst71.”)

(4) Usually, one wire is polarized and the other is left unconnected and used to measure the so-called “sponta-
neous voltage” (using a high-resolution Fluke 187 multimeter) or current (with a 2-Ω shunt resistance in the
milliampere range). The current is limited only by the internal resistance of the wire (about 17–21 ?). The
resistance decreases when D2 is absorbed, similarly to previous (2011–2012) experiments with H2.
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(5) Each wire is inserted inside a borosilicate glass multi-filamentary flexible sheath (made by SIGI & Favier)
with Φ = 1 mm. Each porous filament has a diameter of 5 µm. The weight of the 1-mm diameter sheath,
after burning the oil used to produce the texture of fibers by SIGI, is 1.9135 g/m. Each fiber is immersed in
Sr(NO3)2 solution (made by us, starting from decomposition of SrCO3 by 65% HNO3 and diluted by D2O).
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Figure 6. Overview of the reactor once assembled. Regarding temperatures, Tc is external, Tss is internal to
the reactor core.

After drying/heating (to 400◦C) and the partial dissociation of SrNO3 to SrO (a low work function material
for electron emission, similar to CaO used by Yasuhiro Iwamura since 2000, [5] and references therein), the
weight increases 44 mg per each meter of wire.

(6) Our conjecture is that SrO, at nanometric size, could have a work function (W) even lower than the value
usually reported (about 2.1 eV), similarly to what happens when using cesium [6]. According to this hypoth-
esis, large electron emissions may occur at significantly smaller temperatures (i.e., 500◦C instead of the usual
800–900◦C) than those enabling emissions from low work function metals (generally mixtures of Ba, Sr, Ca
oxides used in vacuum tubes). The electron emission in vacuum follows the well-known law developed by
Owen Willans Richardson:

J = ACT
2exp

(
− W

kBT

)
,

where J is the current density (A/m2), AC = λrA0a constant with λr usually 0.5 and A0= 4πmek2Be/h
3 = 1.2017×

106A m−2 K−2, T the absolute temperature (Kelvin); me the electron mass (9×109×10−31 kg), e the electron charge
(1.602 × 10−19C), kB the Boltzmann constant (1.38× 10−23 J K−1), and h is the Planck constant (6.626 × 10−34 J
s).

(1) We had seen indications since 2013 that the glass sheaths can play a key-role in the whole reaction [7] and
Reference 4 therein), also following the very detailed work of Irving Langmuir on hydrogen absorption on glass
bulb surfaces (H2→ 2H dissociation by tungsten filament at T >2000 K). Accordingly, the multi-filamentary
borosilicate sheaths could absorb huge amounts of H/D just because of the extremely large values of surface
(over 104 cm2 for each sheath covering the wire) and its favorable geometry, being almost in contact with the
Cst that dissociates the molecular H2/D2 to atomic H/D.

(2) NEW PROCEDURE. Three wires are inserted into sheaths, and then immersed in a solution of
Fe(NO3)3+KMnO4 in D2O. The atomic ratio of Fe:K–Mn is 10:1. Potassium is used as a “promoter” of acti-
vation for the absorption or desorption reactions of H/D by FexOY (mixed oxides, like FeO, Fe2O3, Fe3O4),
similarly to the Cst dissociation properties. Hydrogen is adsorbed inside the iron lattice at high temperatures
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Figures 7–10.

(> 500◦C). Manganese is mainly used to reduce potassium “evaporation”, keeping the reactivity of Fe–K quite
stable over time [8].

(3) In separate tests, we measured an increase of 10–20 mg/m of weight of sheaths due to Fe10K1Mn1Ox deposited
on the fiber surface, after drying and the partial decomposition of nitrate and the (partial) oxidation at 500◦C.
The glass sheaths are mechanically stable up to about 60◦C.
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Figure 11.

(4) After drying/heating at 500◦C, the glass sheath is inserted into another sheath (Φ = 2 mm), consisting of
Al2O3, able to withstand without self-damaging, up to 1200◦C in continuous operations: avoiding dispersion
of glass sheaths (at T >650◦C) FeKMn, Cst mixed-composition surface, improved electrical insulation.

(5) The three sheaths were closely braided around each other (Fig. 5) and inserted inside another sheath of 12 mm
diameter, which provides mechanical stability and further thermal homogeneity.

(6) At their ends, the sheaths are rolled up around the SS tube (Φ = 4–2 mm) central support (covered by a glass
sheath). To reduce the problem of sulfur content of AISI 304 (<0.015%), all the SS materials were conditioned
at 700◦C several times: cleaned with acid etching and ultrasound. Sulfur is usually deleterious to catalysts.

(7) A K-type thermocouple (made gas tight with a SS sheath) is inserted inside the SS tube to measure the inner
temperature of the reactor (“Tss” nomenclature in the following).

(8) The three wires are interconnected to external ambient using a MACOR! cylinder (Φ = 7–24 mm) inside the
reactor: it is heavy (10 g). Aside from the central hole (4 mm) there are other eight small holes (Φ = 1.6 mm,
like the cylinder of a revolver). The MACOR! cylinder is not in direct contact with the main glass-tube wall:
there is a 5 mm gap. An overview of the reactor, with MACOR location and the key thermometers, is shown
in Fig. 6.

3. Procedure for Wire Preparation: Some Details

The steps of wire preparation procedure, which is quite elaborate, is detailed in Figs. 1–5.
In Fig. 1, steps 1, 2, we show the initial procedure, i.e. accurate weighing of the wire and tying of knots.
In Fig. 2, step 3, we detail the insertion of the copper wire (Φ = 0.21 mm, gold color), in reference to the “main

hole” see also steps 5 and 6 in Fig. 3.
In Fig. 3, we describe steps 4 and 5 for “locking” the reference copper wire without causing too large stress in the
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wire. Such steps are the most critical and delicate part of the assembly.
In Fig. 4, steps 6 and 7, we report the key processes for “conditioning” the Cst in order to modify the surface from

smooth to sub-micrometric (by “flash oxidation” electric pulses) with different chemical compositions (Cst, CuOx,
NiOy, CuxNiyOz). The main hole and the micro-holes generated by explosive-like pulses on the wire surface are filled
with liquid Fe–K–Mn solution several times. Such steps are the most tedious, time consuming (several hours) and
risky part of the assembly: the wire can get destroyed because of the combined effects of aggressive chemicals (e.g.
liquid nitrate, KMnO4) and extreme thermal and mechanical stresses (e.g. pulsing to very high temperatures up to 900-
1000◦C and cooling in a few milliseconds). The Cst wires are inserted inside a borosilicate sheath (from SIGI-Favier;
Φ = 1 mm), previously wetted and dried, sequentially, with a solution of Sr(NO3)2 and Fe–K–Mn both in D2O. At
step 8 the borosilicate sheath is inserted into another sheath of Al2O3, Φ = 2 mm able to withstand continuously up to
1200◦C. At step 9, the ends of the wires are crimped with a gold plated mini-connector. At step 10, the three wires are
braided around each other and put, at step 11, inside another borosilicate sheath (Φ = 12 mm) for mechanical stability
and thermal homogeneity. (This configuration is not shown.)

In Fig. 5, step 12 the (Φ = 12 mm) sheath is rounded at the SS support, previously covered by a (Φ = 4 mm) glass
sheath. The rounded sheath is, at the end, covered with a (Φ = 25 mm) final sheath with an internal diameter of 34
mm (not shown) for mechanical stability and overall thermal homogeneity toward the borosilicate thick-glass reactor.

4. SEM Images

Figures 7–10 show an overview of a typical Cst wire after thermal treatments (for oxidation and structuring of the
micrometric surfaces) and Fe–KMn depositions. The actual diameter of the main hole is 160 µm, less than the “stated”
200 µm of the copper reference wire in Fig. 3.

After several cycles of hydrogen/deuterium loading and deloading at high temperatures, the diameter of the par-
ticles decreases in a remarkable way, supposing no sintering due to vacuum or inert gases happened. We guess that
the “new” addition of Fe–KMn compound at the surface of the wires reduces the “weakness” of Cst toward sintering
problems. We note that hydrogen is adsorbed at high temperatures (>500◦C) inside iron lattice. Perhaps, the addition
of potassium to iron can even reduce the starting temperature of absorption.

5. Main Results

After calibration under vacuum and helium gas with power applied only to platinum to avoid sintering of the nanopar-
ticles at the Cst surface (due to high temperatures in vacuum or inert/noble gas atmosphere), the experiments were
performed using D2 at high (2 bar) and low (0.2 bar) pressures. The combined effect of pure D2 (a cracking agent
to reduce dimensionality of surface nanomaterials) and several LowHighLow temperature cycles further promotes
deuterium absorption into the bulk of Cst, obtaining useful aging effects.

In order to increase the wire temperature, which enhances the AHE, while keeping the external power applied as
low as possible, we added xenon gas to pure D2 at 50% ratio. Among other useful and strange effects, to be fully
explored and reconfirmed by us, this noble gas has an extremely low value of thermal conductivity. Most of the results
we report are obtained with a Xe–D2 mixture, mainly at a total pressure of 0.2 bar. Since 2010 [9], we added high-Z
noble gas (e.g. argon) to reduce the thermal conductivity of the reactors. We observed that such addition even improved
the AHE, but the results were too low in absolute values for us to completely sure they are real. For this reason we
moved from argon to xenon (although the latter is quite expensive). Since then, we have speculated about the role of
noble gases but we have not reached any firm conclusions.

The results are shown in Figs. 11–15.
Figure 14 shows the behavior of the so-called spontaneous voltage, which increases with the loading of the wire,

the concentration of atomic deuterium and temperature.
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6. Highlights

The addition of Fe–Mn–K mixed oxides to our experimental set-up has caused a significant increase of the AHE
compared to our previous similar experiments. The data point toward a complex of phenomena mediated by atomic
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hydrogen/deuterium formation, transport and recombination despite pressure and temperature (unfavorable for atomic
hydrogen). In fact the energy gain seems to strongly correlate with the process of dissociation and recombination of
atomic hydrogen or deuterium.

We also have early indications that the migration of the active species is enhanced by current and voltage in the
Constantan.

On the basis of our observations we propose a simplified model of the experiment where atomic hydro-
gen/deuterium is first formed by exothermic adsorptive dissociation on the surface of Constantan (Ni/Cu), then mi-
grates toward the Fe–Mn–K impregnated fiberglass sheath and exothermically recombines (especially on MACOR
ceramic) (??). The energy to sustain this process comes in the form of current on Constantan (via Joule heating and
a possible electrochemical factor) and from a yet unknown process, possibly at electron Compton wavelength scale,
explaining perhaps the apparent excess heat.

Future work will be dedicated to identifying and better understanding the active sites of energy generation. At the
same time, special care will be given to exclude any “electrochemical” Peltier-like effect capable of mimicking some
of the reported thermal anomalies In that respect we consider particularly valuable the work of Dr. Groszek that has
been recently brought to our attention. In [10,11] he has recently described experiments where hydrogen absorbed on
transition metal catalysts reacts with oxygen, releasing a heat pulse far beyond the enthalpy of combustion. Having
said that, we suppose that in our experiments we are continuously regenerating the catalyst and the reagents of a
Groszek-type experiment allowing a steady excess heat release. Future work will be dedicated to identify and better
understand the active sites of energy generation and the role of the mixed oxides.

7. Final Remarks

Transport of atomic hydrogen may possibly occur from dissociation to recombination sites. These transport phenomena
appear to be enhanced by current in Constantan, hence calling for a possible role of charged hydrogen/deuterium

Figure 16. Possible exchange of atomic hydrogen in the current experiment.
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species. Dissociation/transport/recombination make it difficult to identify sites where excess heat occurs. A minor risk
for some sort of Peltier-like effect mimicking certain observations cannot be excluded yet.

8. Addendum

Recently, after of ICCF20, by chance it came to our attention that a researcher from Germany Horst Preusker, [12]
claimed in a short patent that xenon acts as a catalyst for the nuclear reaction D2+D4

2He with emission of a large
amount of energy, once D2 gas is ionized. So far, we have not observed elements to judge whether the claims by
Preusker are correct. In any case, we have experimental evidence of a performance increase after the introduction of
xenon inside the reactor, even at low concentration, especially when power is applied to Cst.

Because of the possible effect of xenon, and others high-Z noble gases as co-catalytic agents of the AHE reactions
(at least in our specific environment), we repeated previous tests (since 2013) to confirm the role of argon and xenon.
Additionally, after taking into account a possible role of water which we may always consider present in traces in our
experiment (mostly coming from the glass sheaths and the mixed oxides), we intentionally added D2O again in the
reactor chamber. Table 1 summarizes some thermal data collected at a fixed input power (Pw) of 50 W on Cst. We can
argue that the additions of argon and, even better, of xenon gas to D2, really are effective in increasing AHE, beyond
any doubt. Water is also very effective and a synergistic effect with xenon can be observed. How all these compounds
are interacting with the wire and mixed oxides is under investigation.

9. Conclusions

(1) One of the weakest points of LENR studies in general, i.e. the not at all satisfactory reproducibility, in our
specific experimental situation seems to be overcome with the addition of some Fe–K–Mn to our Constantan
wires and glass sheaths (saturated with SrO, whose role is the emission of electrons even at low temperatures,
i.e. 600◦C).

(2) The effect appears also related to the concentration (or hyper-concentration according to some authors such
as Leif Holmlid and Svein Olafsson) of hydrogen or deuterium in specific sites including iron (absorbing
hydrogen only at high temperatures, >500◦C), once H2 or D2 are dissociated in situ.

(3) The role of glass sheaths, due to their specific composition and geometry and porosity, seems to be important,
similar to that of alumina “support” in the field of automobile catalytic converters used to condition exhaust
gases.

(4) The observation of “strange” nuclear effects, even including a reduction of ambient radioactivity and/or the
emission of some low energy photons (<250 keV), has to be fully elucidated yet. Anyway, such phenomena
arise only after the reactor is operated for a long time (several months) with large and stable “loading”.

(5) The effect of the so-called “spontaneous or thermionic voltage”, first observed accidentally by us on June 2014,
has been confirmed and, since the first measures it has been increased by over one order of magnitude. This
effect seems to arise from the Thermionic emission of Constantan wire in presence of hydrogen or deuterium,
and could lead to interesting applications such as Thermionic Generators driven by AHE.

(6) Further multidisciplinary work is mandatory to exploit the full potentialities of our Cst configuration and LENR
in general. Several phenomena are really unexpected and are not experimental errors:

Some of the new phenomena observed have the potential for practical applications.
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Abstract

Coherent Multiwavelength Optical Reflection Electric-driven (CMORE) spectroscopy offers investigators of condensed matter nu-
clear science a new diagnostic – in addition to calorimetry and detection of classic emissions. The fact that these discerning spectra
occur at the beginning of an experimental run before the temperature and calorimetry can respond in both nanomaterials, and now
aqueous systems as reported here, is of tremendous potential value to experimentalists because it may enable avoiding inactive
modes and undesired quenching reactions.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Anti-Stokes, CMORE spectroscopy, Excess heat mode, Lattice assisted nuclear reactions, Nickel/H2O/Pt, Phonon gain,
PHUSOR!-type component, Spectroscopy

1. Introduction

Coherent Multiwavelength Optical Reflection Electric-driven (CMORE) spectroscopy is capable of rapidly differenti-
ating inactive and active states in CF/LANR nanomaterials and aqueous systems. Previous results include ZrO2PdD
NANOR!-type preloaded components driven in the desired, active “Excess Heat” mode, as described elsewhere [1,2].
This report expands that knowledge and shows (cf. Fig. 1) that for successful LANR in an aqueous Nickel/H2O/Pt sys-
tem containing ordinary water of natural deuteron abundance. Its “excess heat” mode is indicated by a unique signature
using dual wavelength electric-driven volume-enhanced reflection spectroscopy. Shown in Fig. 1 are two spectra of
the same LANR component resolved by dual wavelength CMORE spectroscopy. The two modes (responses) are the
undriven “off”-state, and the optimal operational state, the “Desired Active Mode”, where “excess” energy is being
released. The “Excess Heat” (XSH) Mode can be distinguished in its CMORE spectra observed by a unique reflected
optical backscatter along with the reflected optical beams. Note the increase of the anti-Stokes Peak from the active
state of an aqueous Nickel/H2O/Pt system.
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Figure 1. CMORE spectra of an aqueous Nickel/H2O/Pt system. These are two CMORE spectra of a CF/LANR aqueous Nickel/H2O/Pt system in
two electrical states; “off” (top), and active XSH mode (bottom). Shown are the reflected optical intensities as a function of wavelength (increasing
to the right-hand side).

2. Background

2.1. Successful LANR requires considerable engineering

LANR success is rewarded by “excess heat”, which means that the energy producing reactions have generated de novo
helium into the lattice (~1012 for every molecules/J [3]). There are also other reactions, but most are unwanted and
many quench the desired reactions and pathways. The LANR method which Fleischmann and Pons first taught in
March 1989 (aqueous, low impedance, Pd/D2O/Pt) had problems, including inefficiency and non-reproducibility. This
created havoc for those inexperienced in metallurgy, electrochemistry, and physics. Many “negative” results are due to
a failure to operate the system at the optimal operating point, which is an optimum peak in the excess heat and power
gain curves as a function of input electrical power [3–5].

2.2. Dry NANOR!-type CF/LANR preloaded components

Dry preloaded NANOR!-type LANR (lattice assisted nuclear reaction) components have been described in the liter-
ature [6,7]. The NANOR!-type components have been used to investigate material science [1,2,6–12] and radiation
physics [1,2,10,11] of their active LANR systems. Several reports demonstrated that several electrical transconduction
states exist, but that only one is active, desired, and capable of producing “excess heat” [1,2,12].
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2.3. Optical Raman, and coherent Raman, scattering

Classic Raman spectroscopy involves the inelastic scattering of light which generates new frequencies which result
from the interaction of light the irradiated matter [13]. Raman Stokes scattering transfers some of the energy from the
incident light to excited states in the irradiated material, and thus some of the reflected wavelengths are red-shifted.
Raman anti-Stokes scattering results when the irradiated material already contains excited states, and the reflected
photons are blue-shifted by the difference in energy between the excited states returning to their ground state.

The major problem of the Raman effect is that it produces very weak signals because the photon conversion
efficiencies are less than 10−18. As Sir Chandrasekhara Raman stated, the effect has “excessive feebleness” [13].
These very small signals result because the proportionality constant χ(3), known as the “third-order susceptibility”, is
only linearly proportional to the local oscillator density.

However, that is not the case when irradiation is made using coherent lasers which yield a much larger signal
because with coherent illumination there results phase-matching conditions and quadratic dependence on the number
of local oscillators. Thus, even with the same selection rules, the coherent irradiation Raman effect yields a much
greater signal intensity (circa 106 times greater) [14,15]. Maker and Terhune [16] first reported on Coherent Anti-
Stokes Raman Scattering (CARS [17]) using a pulsed ruby laser and a Raman generated frequency-shifted beam to
examine benzene. The CARS has since produced a new imaging modality for biomedicine [18,19]. Similarly, coherent
anti-Stokes Raman scattering in CF/LANR (CMORE spectroscopy) has yielded a new imaging modality for excited
energy states which only appear in working active CF/LANR systems [1,2].

2.4. CMORE coherent Raman scattering of CF/LANR materials

In Fig. 2, shown are the CMORE spectra which were obtained from a ZrO2 preloaded active nanomaterial demonstrat-
ing power gain. As in Fig. 1, the spectra in Fig. 2 show reflected optical intensity as a function of wavelength, initially
from two incident coherent optical beams but then reflected by backscatter along with the initial optical beams from
the nanomaterial. The CMORE spectra reveal different types of activity states from the same sample, observed by the
same diagnostic. Specifically, Fig. 2 shows this for the same NANOR!-type component electrically driven in three
states. One state is the unwanted electrical avalanche mode [12]. The other state is the desired optimal operational
state (the active excess heat (XSH) mode), where excess energy is being released. The third state is the state where the
electrical drive is “off”.

Note the apparent diversity in outcome of the spectra for the same input. Anti-Stokes peaks appear when the
electrical drive generates excess heat but differ in energy, amount, and in what stimulates their appearance. When
driven in the avalanche mode, the anti-Stokes peaks differ considerably from those which appear during the excess
heat-producing or desired mode.

2.5. Dry NANOR!-type CF/LANR preloaded components

Dry preloaded NANOR!-type LANR (lattice assisted nuclear reaction) components have been described in the liter-
ature [6,7]. The NANOR!-type components have been used to investigate material science [1,2,6–12] and radiation
physics [1,2,10,11] of their active LANR systems. Several reports demonstrated that several electrical transconduction
states exist, but that only one is active, desired, and capable of producing “excess heat” [1,2,12].

In Fig. 2, the CMORE spectra were obtained from a ZrO2 preloaded active nanomaterial demonstrating power
gain. As with Fig. 1, the spectra in Fig. 2 show reflected optical intensity as a function of wavelength, initially from
two incident coherent optical beams but then reflected by backscatter along with the initial optical beams from the
nanomaterial.
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Figure 2. CMORE spectra of ZrO2PdD NANOR!-type CF/LANR. These are the overlaid spectra of the three different electronic states optical
signatures for the same preloaded ZrO2PdD NANOR!-type CF/LANR component in three different electrical drive modes. Shown are spectra of the
same NANOR!-type CF/LANR component (Nanor! 7,6) in three different electronic states, resolved by dual wavelength coherent electric-driven
volume-enhanced reflection spectroscopy. Labelled are the assignments of the anti-Stokes peaks to zirconia and PdD.

The CMORE spectra reveal different types of activity states from the same sample, observed by the same diag-
nostic. Specifically, Fig. 2 shows this for the same NANOR!-type component electrically driven in two states (the
unwanted electrical avalanche mode [12] and the optimal operational state, the desired, active XSH mode, where
excess energy is being released), and “off”. There is diversity and distinguishing spectra in outcome.

Anti-Stokes peaks appear when the electrical drive generates excess heat but differ in energy, amount, and in what
stimulates their appearance. When driven in the avalanche mode, the anti-Stokes peaks differ considerably from those
which appear during the excess heat-producing or desired mode.

3. Experimental

3.1. Materials – MOAC cell and system

The aqueous cell system used for this report is a Ni/H2O/Pt system which was designed to have a large electrode area
[20]. The cathode weighs 4.7 pounds, and was made from #46 hard drawn smooth nickel wire (0.00399 cm diameter,
with an area of ~240,000 cm2). The anode was five folded platinized sheets of titanium with an area of ~3200 cm2, for
a surface area ratio of cathode to anode of 75:1. The electrolyte was a dilute carbonate solution (K2CO3); ~0.1 M in
distilled water of natural deuteron abundance. Two internal ohmic controls were used. Figure 3 shows the LANR cell
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Figure 3. The LANR MOAC electrolytic cell. This figure shows the electrolytic cell used (3 l). Acquisition of the cathode surface by the CMORE
spectrophotometer’s incident coherent optical beam was to a small area of the very large cathode.

used. It has a 3 l capacity when filled; here unfilled, not connected to the power supply, thermistor monitoring system,
or the gas venting actually used.

3.2. Methods – Signal pickup by CMORE spectroscopy

In this study, a 532 nm laser was used to elicit the Raman spectra, and a weaker 635 nm laser was used for calibration
[1,2]. The green laser (532 nm peak) had a power output level of about 150 mW. The red orange laser (635 nm peak)
had a power output level of about ~2 mW for energy calibration. The sample surface illuminated was the cathode.

3.3. Methods – Electrical driving components

The cell was electrical driven, or not, by a steady direct current electrical drive [2.9 V, 0.50 A; with a measured energy
gain of ~4.0 using V × I as the electrical input) while it was irradiated by the two lasers while physically maintained
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in position. The component was electrically activated and controlled, and was designed to include and use several
controls. Using several ohmic (thermal) and other controls, the anti-Stokes to Stokes (aS/S) ratio was determined
when the materials were examined in both the “off” condition and where the desired cold fusion reactions occur [1,2].

4. Results

In Fig. 1, the curves are from dual wavelength coherent electric-driven volume-enhanced reflection spectroscopy of
aqueous Nickel/H2O/Pt system with power gain – and when “off”. CMORE spectra show reflected optical intensity
as a function of wavelength, initially from two incident coherent optical beams but then reflected by backscatter along
with the initial optical beams from a small area of the electrically driven (or not) cathode.

In Fig. 1, the functional, desired “Excess Heat” (XSH) Mode is indicated by a unique signature using dual wave-
length electric-driven volume-enhanced reflection spectroscopy. One can easily see the distinguishing optical output
in the desired correctly driven active “state” as revealed by the new diagnostic technology.

The reflected optical backscatter along with the reflected optical beams from the component in its desired “excess
heat” state has an XSH-related anti-Stokes peak which is singular and at higher energy. This distinguishing, higher
energy, single, anti-Stokes peak (which also heralds phonon gain) is not seen in the “off” state.

5. Conclusions

5.1. Anti-Stokes peaks of the electrically driven Ni/H2O–D2O/Pt system reveals the desired “excess heat” state

The CMORE spectroscopy heralds the “desired mode” or “excess heat production mode”, as demonstrated again in
this report. Active aqueous Nickel/H2O/Pt CF/LANR systems with power gain have diagnostic CMORE spectroscopic
signatures. There is an XSH-related anti-Stokes peak which is singular and at higher energy. This distinguishing,
higher energy, single, anti-Stokes peak (which also heralds phonon gain) is not seen in the “off” state.

From a materials point of view, it appears that acoustic phonons result from, or are required for, an active cold
fusion process producing energy gain in its “excess heat” (XSH) mode in both this aqueous system and nanomaterial
CF/LANR systems.

5.2. Implications for improvement of LANR systems

There are important implications to this new finding. CMORE spectroscopy is capable of rapidly differentiating the
inactive or quenched states from the active excess heat (XSH) producing state in CF/LANR electrodes, nanomaterials,
and systems. Successful cold fusion systems indicate their activity by a large increase in the aS/S ratio for BOTH
active aqueous and nanomaterial CF/LANR systems.

Therefore, CMORE spectroscopy is a useful diagnostic which can generate spectra in real time and is able to
illuminate, visualize, and help identify different states for a CF/LANR material or component, before the appearance
of measurable excess heat for the first time. The system can determine which state the material or component is in, in
real time, even as it is electrically driven, and may be able to determine time constants for changes between levels.

Most importantly, CMORE spectroscopy can saliently detect the desired reactions just as products begin to appear
and accumulate (e.g. heat). Therefore, it has great use because it reveals both the desired, and undesired, reactions
and states and may enable better control, and possible detection of other states of operation – and therefore reactions
and products. For example, by observing the presence and perhaps width of the anti-Stokes peak, it may be possible
to better tune CF/LANR systems away from undesired inactive modes and quenching reactions (such as the unwanted
avalanche mode in CF/LANR nanomaterials).
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Abstract

This paper considers the conditions of an experiment with results which could answer unambiguously the following question: do
like charged particles repel or attract when the magnitude of their relative velocity is close to zero? The answer to this question will
either confirm the validity of Coulomb’s law, which states that the like charged particles always repel, or the validity of hypothesis
by Gustav Theodor Fechner, which was proposed in 1845, and stated that like charged particles with relative velocity close to zero,
attract.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction

The main theoretical problem to explaining Cold Fusion is the Coulomb repulsion of the slow particles participating
in the process. The major difference between the nuclear fusion which occurs at high temperature and Cold Fusion is
the relative velocity of particles participating in the reaction. In plasma nuclear fusion at high temperatures, particles
are initially fast, whereas in Cold Fusion they are slow. But as the fast, like-charged particles approach one another,
the simultaneous decrease of their relative velocity and of the distance between them occurs along with their Coulomb
repulsion. Therefore, both decreased distance between particles and their decreased relative velocity can switch the
Coulomb repulsion of protons to nuclear attraction. Separating one process from the other and determining the major
reason that forces the protons to attract during the fusion process is not possible.

In mathematics, there are two types of knowledge about the properties of mathematical objects: the first is a
hypothesis and the second is a theorem. The hypothesis is a statement of properties of mathematical objects, which
is not proved by strict logical statements accepted in the mathematical community. A theorem is a statement of

∗E-mail: in-t@rambler.ru.

c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123
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properties of mathematical objects proved by strict logical statements accepted in the mathematical community. There
are theorems proved by using those proved before. There are theorems proved in assumption that the hypothesis used
for proving is valid. The latter types of theorems are called “candidate theorems”, which become theorems after the
hypotheses are confirmed.

In physics, as well as in mathematics, there are also two types of knowledge about the properties of physical objects
and the processes in which they participate: the first is a hypothesis and the second is a law. The physical hypothesis
is a statement about the properties of a physical object or a process in which it participates, that has not been proved
experimentally, according to the rules accepted in the physical community. The physical law is a statement about
the properties of a physical object or a process in which it participates, proved experimentally, according to the rules
accepted in the physics community. The physical law is a statement about the properties of a physical object or a
process in which it participates, proved experimentally, according to the rules accepted in the physics community.
There are physical theories using physical laws proved before. There are physical theories using hypotheses that
assumed valid. The latter types of theories are the physical “candidate laws”, which become laws after the hypotheses
used in them are proved.

In mathematics, if the practical use of a hypothesis results in a contradiction, it is considered erroneous and does
not become a theorem. In physics, there is a different way of using hypotheses in theories. If the practical use of a
theory, which previously described the reality properly, results in a contradiction, then the hypothesis on which this
theory is based, is not yet considered erroneous. An experiment is required in order to recognize the hypothesis as
erroneous, and it must prove the invalidity of hypothesis unambiguously. Whether the required experiment can be
performed depends on technological ability. Therefore, in practical physics, scientists use hypotheses which describe
reality properly in certain cases and are considered laws. The Coulomb law is that kind of hypothesis.

2. Coulomb’s Law and Fechner’s Hypothesis

The Coulomb law is a law of interaction between the immobile charges. It was formulated at the end of 18th century
while studying the interaction of two electrically charged balls, but not the interaction of two electrically charged ele-
mentary particles. When Charles-Augustine de Coulomb proposed the law, immobility was accepted at zero magnitude
of relative velocity of bodies. This interaction was investigated, while the motion velocity of elementary particles in
these bodies was not considered. The electrically charged substance in electrified bodies was considered immobile.
However, today we have enough experimental facts to allow the conclusion that all bodies observable in nature consist
of particles, and the particle’s dynamic systems form these bodies, and that all particles, both atoms and molecules
themselves and free electrons and protons in these dynamic systems, possess different kinetic energies, and hence,
different magnitudes of velocities relative to one another, even if the temperature of these systems approaches absolute
zero. No experiments confirming the validity of Coulomb’s law for two like charged elementary particles, with a mag-
nitude of relative velocity is close to zero, have been carried out. Therefore, Coulomb’s law in its current formulation
is an experimentally unproved hypothesis. Coulomb’s law is applied in many physical theories that are used in the
research of fundamental properties of interaction between the electrically charged elementary particles. That is why
the experimental validation of Coulomb’s law for interaction of elementary charges with relative velocity close to zero
is a necessary condition for the practical use of all theories based on the Coulomb law.

When Ampere formulated the law of interaction of electric currents, it became clear that the interaction of electric
charges depends on their velocities, and the Coulomb forces underwent modifications. In the second half of the 19th
century the theory of interaction of electrically charged particles, which was developed by Wilhelm Eduard Weber
on the basis of modified Coulomb forces, depending on the distances between particles and their first and second
derivatives with respect to time [1,2], was the most widely accepted interpretation. At that time, Weber assumed that
the Coulomb law is valid for charged particles immobile relative to each other. As this theory was criticized, other
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attempts to explain interactions of moving electric charges using the modified coulomb forces were undertaken [3,4].
However, in the 20th century the separation of forces acting between the charged elementary particles by two types,
the Coulomb and magnetic ones, became generally recognized. All later theories that used Coulomb forces to model
dynamic systems of elementary particles, including Weber’s theory, assumed that the Coulomb law is valid for charged
particles that are immobile relative one another, and no alternative hypotheses were considered.

A hypothesis stating that like charged particles attract in certain conditions, which depends on motion velocities
of particles, was advanced by Gustav Theodor Fechner in 1845, before Weber published his theory. Considering the
interaction of elements of current, he made the following two assumptions [5]:

(1) Each action of a current element might be considered as a combination of actions of a positive particle and
a negative, equal to it in its strength, that simultaneously pass the same element of space in the opposite
directions.

(2) According to first assumption, the interaction of two current elements can be presented based on the assumption
that similar types of electricity act attractively on one another if they move in the same direction or to the same
vertex of an angle, whereas dissimilar ones attract if they move in the opposite directions or if one of them
approaches the vertex of an angle while the other one moves away from it.

Pursuing the logic of his hypothesis with respect to the interaction of charged particles of two elements of current,
Fechner concluded that “similar particles attract if they move in the same direction and repel if they move in the
opposite sides” [5].

As follows from Fechner’s reasoning, if magnitudes of velocities of particles relative to immobile parallel elements
of current were equal, then the relative velocity of like charged particles, which move in the same direction, equals
zero. According to Fechner’s hypothesis, the particles will attract. According to Coulomb’s law, they will repel.
Therefore, Fechner’s hypothesis contradicts Coulomb’s law for like charged particles immobile relative to one another.
As demonstrated above, the Coulomb law in its present wording should be considered a hypothesis until it is verified
experimentally. Therefore, today we have two alternative hypotheses, neither of them verified experimentally.

3. Fechner’s Hypothesis in Modern Conditions

Physicists of the 19th century had much less experimental data than we have today. Today the level of experimental
and theoretical physics allows us to ask the following question:

Do the like charged particles repel or attract if the magnitude of their relative velocity is close to zero?
We can ask this question by analyzing the dynamics of charged particles in the processes that occur:

(1) at low temperatures:

(a) formation of condensate of bound pairs of electrons in superconductors [6];
(b) formation of the so-called ionic “crystal beams” when the beam of ions is cooled with the beam of

electrons [7];

(2) in atomic nuclei:

(a) formation of bound pairs of protons, which is confirmed by the kinematics of double-proton decay [8];
(b) evaporation of nuclear fluid, which is similar to liquid-to-gas phase transition of nuclear and classical

fluids in the drop nuclear model [9].

Proceeding from the analysis of these processes, we can conclude the following:
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(1) At low temperatures of the substance, and hence, at low magnitudes of their relative velocities, electrons may
attract, form the bound pairs and be in the gaseous or liquid state. As the temperature of the substance rises,
the magnitudes of relative velocities of electrons increase as well, and electrons begin to repel one another.

(2) At low temperatures, and hence, at low magnitudes of their relative velocities, positive charged particles may
attract one another.

(3) In the atomic nuclei, positive charged particles may attract, form bound pairs and be in the gaseous or liquid
state. As the temperature of nucleus rises, the magnitudes of positively charged particles’ relative velocities
increase as well, and positively charged particles begin to repel one another.

Based on these three conclusions, we can reformulate Fechner’s hypothesis on the attraction of like charged particles
by making the following assumptions:

(1) With magnitudes of relative velocities close to zero:

• electrons attract one another,
• protons attract one another.

(2) With magnitudes of relative velocities that increase starting from certain values:

• electrons repel one another according to Coulomb law,
• protons repel one another according to Coulomb law.

These assumptions contradict Coulomb’s law as a law of interaction of two like charged elementary particles, where
the magnitude of relative velocity equals to zero.

4. On the Conditions and Feasibility of the Experiment

In order to either confirm or deny the assumptions made in the previous chapter, an experiment that could clearly
answer the following question is required:

Do the like charged particles repel or attract if the magnitude of their relative velocity is close to zero?
Answering this question, we should observe the interaction of like charged particles under the following conditions:

(1) It should be possible to slow down the relative velocities of particles to the values close to zero.
(2) Particles should be localized in the vacuum.
(3) It should be possible to change the distances between the interacting particles.
(4) The velocity of particles relative to surveillance instruments should be much less than the speed of light in the

vacuum.

The first condition is the most important part of the proposed experiment. The second is required to eliminate the
influence of other elements on the interaction of like charged particles if the presence of these elements might explain
the attraction of particles (e.g., the influence of atoms of superconductor crystal lattice during the formation of electron
condensate). The third condition is necessary in order to exclude the possible explanation of particles’ attraction by
the distance between them reduced to certain values (for instance, the nuclear forces might be such explanation). The
fourth condition is required in order to eliminate the possible explanation of particles’ attraction by relativistic effects
(e.g., a self-focusing of a beam of relativistic particles).

In theory, all these conditions can be fulfilled. The results of analytical and numerical studies of charged particles’
motion trajectories during their interaction with two coaxial charged circles located at some distance from one another
were performed in the paper [10], and reveal the following possibilities:
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• the continuous localization and accumulation of like charged particles, which initial conditions of motion
relative to the charged circles are strictly determined, in the vacuum between the charged circles at the strictly
defined circular trajectories without changing the electrostatic field of circles if the charge of particles is of the
same sign as that of circles;

• keeping the like charged particles localized for a long period of time;
• shortening the distances between the neighboring particles localized at the same circular trajectory and the

reduction of magnitudes of their relative velocities by increasing the number of particles localized at this
trajectory.

Observing the dynamics of a certain number of like charged particles localized at the certain circular trajectory,
one could verify either the Coulomb law or Fechner’s hypothesis by answering the following question:

Do the like charged particles repel or attract if the magnitude of their relative velocity is close to zero?
If the particles repel, then no anomalies in particles dynamics that would contradict the Coulomb law will be

observed. If particles attract, then the formation of bound pairs of like charged particles and a condensate of these
pairs will probably be observed, just like it occurs with electrons in superconductors or protons in atomic nuclei.

5. Conclusion

If the experiment confirms Fechner’s hypothesis on the attraction of like charged elementary particles if the magnitude
of their relative velocity approaches zero, then this fact may become a starting point not only for the theoretical
explanation of Cold Fusion phenomena but also for the description of many other physical phenomena. In this case,
the electrostatic trap, which theory is presented in [10], the nuclei of various elements will probably be synthesized
from the same nuclei, for example, those of helium. A radioactive element, from which alpha particles are emitted
with the same in moduli velocities, may be the source of helium nuclei. The less the initial velocity of particles, the
smaller can be the dimensions of the electrostatic trap. Obviously, this experiment will not be simple or easy-to-do.
It will require knowledge and experience of similar experiments. However, the cost of performing it may be not so
high since there is no need for a particle accelerator and a trap that should hold the particles possessing high kinetic
energies.

If the experiment confirms Fechner’s hypothesis, then this fact will allow for the following assumptions:

• the switching from the Coulomb repulsion of protons to their nuclear attraction is the result of reduction of
their relative velocity, not the distance between them;

• the protons of the atomic nucleus, as well as those of the proton condensate, are slow, and the increase of
their relative velocity causes the decay of the nucleus, or the evaporation of the proton condensate, when the
attraction of protons switches to their Coulomb repulsion while their relative velocity increases.

The process of mass evaporation of the proton condensate will be a Coulomb explosion of protons, which are located
very close to one another. The technology of proton condensation will allow to accumulate the kinetic energy of
protons. The energy of proton expansion during the evaporation of condensate will depend on the distance, at which
the protons are in the condensate. As soon as the protons, which velocity relative to the condensate is higher than the
critical value, appear in the surface layer of the proton condensate, they will repel from the whole volume of condensate
according to the Coulomb law and pass their kinetic energy to the substance surrounding the condensate. If we launch
this technology to the near-Earth space and condensate the protons of solar wind, we could use the proton condensate
both as a source of energy and as a raw material for the synthesis of nuclei of various chemical elements.

I believe that people in the electric power industry, and researchers studying nuclear synthesis who have the neces-
sary experience and material resources should try to answer this question:

Do like charged particles repel or attract if the magnitude of their relative velocity is close to zero?
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Abstract

This paper presents a model to determine the optimum power source for a manned spacecraft to Mars; that is to say, the most
economical and reliable power source. Low energy nuclear reactions (LENR) is evaluated for application to several areas including
space travel, in which the vacuum of space cannot provide any propellant or other materials. It is assumed that LENR may become
a practical source of useable energy. Several things must be considered for a successful journey from Earth to Mars, including the
trip rout, the type of rocket, energy source, and the spacecraft speed. These are discussed for space travel using LENR. The velocity
of the rocket increases as the mass flow rate decreases. The shortest route of a trip to Mars is selected to reduce cost.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Energy, Low energy nuclear reactions (LENRs), Mars, Spacecraft

1. Introduction

I propose to find a power source for a spacecraft to Mars that is optimized to be economical and reliable. Conventional
chemical energy is not strong enough compared to things like nuclear fusion. However, it would require a gigantic mo-
tor to produce fusion reactions in a spaceship that does from Earth to Mars. LENR is investigated, with the assumption
that the vacuum of space cannot provide any propellant or other materials. The astronauts will have only the limited
amount of materials they bring from Earth. It is assumed that LENR may become a practical source of useable energy.

Unmanned interplanetary missions from Earth to Mars were first attempted in 1960, when a USSR spacecraft failed
to launch. The most recent mission is the InSight rocket, planned in 2016 and launched in 2018 [1]. Several robots and
vehicles have operated on Mars. Most have performed detection and measurements of the planet surface. Atmospheric
and seismic investigations have also been performed. The goal of many investigations has bene to look for biological
substances which could be used to construct and support human colony in the near future. The search for evidence for
water is one of the most important tasks. according to a recent report there is evidence for flowing rivulets of salty
water in the summer [2].
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The average distance from Earth to Mars is 55,000,000 km. Several things must be considered for a successful
journey from Earth to Mars, including the trip rout, the type of rocket, energy source, and the spacecraft speed. These
are discussed for space travel using LENR. From its introduction in 1989, LENR has been interesting because it is
a very abundant, clean and green energy source. Although there have been many studies of LENR, it still needs
to be developed for practical or realistic applications. It would be especially effective for comparatively low power
applications.

Several propulsion methods for deep-space rockets have been developed [3]. Most spacecraft use chemical fuel,
in which the hot reaction mass is expelled from the vehicle [3]. Until now, this has made journeys to Mars vary from
150 to 300 days; Viking 1 (1976) took 335 days, and the Curiosity lander (2012) took 253 days [4]. Charles Bolden
of NASA said that in the future, the proposed Variable Specific Impulse Magnetoplasma Rocket (VASIMR) could
reach Mars within five months. With this method, radio waves are used to ionize and heat propellant, and magnetic
fields would accelerate the plasma to generate thrust [5,6]. In 2009, an experiment was done with a VASIMR in the
International Space Station (ISS) with a full operational capacity of 200 kW [7].

In the search for other power sources for interplanetary missions, the LENR catalysis-based nuclear reaction is
investigated in this paper. In 1989 Dr. Martin Fleischmann and Dr. Stanley Pons announced success in generating
nuclear reactions in laboratory experiments at the University of Utah [8]. This effect is also called Chemically Assisted
Nuclear Reactions (CANR), because the nuclear behavior is apparently caused by metallic catalyzed reactions [9]. In
the conventional description of nuclear fusion reactions, the electromagnetic force causes the nuclear reaction by fusing
the nuclei. In contrast, with lender (or see ANR) it is assumed the nuclear reactions occur in the space of some lattices
such as palladium where the vacuum exists with all huge area given the scale of nanoscopic molecules of hydrogen.
The area is relatively huge because there is “plenty of space at the bottom” as Richard Feynman put it in his famous
lecture [10]. According to Miley [11–21], a highly dense molecular structures of palladium could produce abundant
heat, with proton-deuterium interactions occurring at a level of 1024 atoms per centimeter. The heat can be converted
to electrical energy. The expected energy production is estimated and it is proposed as a strategy for interplanetary
travel. Section 2 explains the methods used in this study. Section 3 describes the results of the study. Some conclusions
are drawn in Section 4.

2. Method

There are several issues to consider in a journey to Mars, such as route, and the layout of the spacecraft. The velocity
of the spacecraft is related to the quality of the trip, and velocity depends upon the energy source. Furthermore, the
combinational functions of these issues are important because the failure of a journey could be caused by an accident.

2.1. The route of journey

The distance to Mars is a key issue, and varies depending on the positions of Earth and Mars. The two planets are
seldom within the shortest possible distance. The path is not in two-dimensional space, but within the sun’s polar
coordinate system. Figure 1 shows a diagram of the Mars journey where the orbits of Earth and Mars are plotted.
Choosing the shortest distance is very important to reduce the travel duration, the orbits are one of the most important
considerations. The target position is predicted. The effect of both Earth and Mars orbits are used to calculate the path.
In some cases, a flyby can be used to accelerate the spacecraft. The velocity of the rocket is increased by a factor of
two compared to the flyby planet speed. Hence, the flyby is a method of gravity assisted operation [22].
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Figure 1. Diagram of the route to Mars journey.

2.2. The design of the spacecraft

In the design of a spacecraft suitable for a man to trip to Mars, there must be a well-protected crew cabin, as shown in
Fig. 2. This section of the spacecraft includes a rotating cabin to produce artificial gravity. Even if the gravity is not
the same as Earth’s, it should be enough to allow humans to stand up and walk. The radiation shielding of the crew
cabin is a critical matter to preserve health of the crew during the trip. The ratio of the power produced by the rocket
engine and the design energy and velocity of the spacecraft can be calculated.

2.3. The source of energy

The spacecraft would include a heat-driven electric generator. Figure 3 shows the configuration of the LENR in a
palladium Face Centered Cubic (FCC) lattice. The LENR heat source produces the combined energy of all of the
individual LENR battery units. The heat is produced by D2 (or H2) gas reactions with the palladium. In Fig. 4, the
heat is converted to electricity which is supplied to the relevant systems of the spacecraft. Figure 5 shows graphs of
proton and palladium interactions as the transvers view of collisions, ion ranges, and collision events at 20 keV proton
injection into the palladium.
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Figure 2. Simplified configuration of Martian spacecraft.

2.4. The speed of spacecraft

Currently, the speed of a Martian rocket is 20,000 km/h (=5.556 km/s) and the duration of the trip averages 114.58
days (about 3 months 25 days) [4]. The relation of power, force, and speed is as follows [23]:

P = F
d

t
, (1)

where P is power (kW), F the force (N), d the distance (m), and t is time (s). Using this equation, one can estimate the
effects of different power sources. Table 1 shows the relationship between energy and speed of spacecraft [24]. Using
Eq. (1), the thrust is 0.5 N in Table 1. So, the velocity of LENR is 2.8 km/s. So, for the source from LENUCO, LLC,
the speed is obtained as follows where the power is 1.5 kW [25]:

Table 1. Relationship between energy and speed of spacecraft.

Min. power/thrust
(kW/N)

Effective exhaust
velocity(km/s)

Soil fuel rocket 0.5 1
Bipropellant rocket 2.5 5
LENR rocket 1.4 ?



40 T.H. Woo / Journal of Condensed Matter Nuclear Science 27 (2018) 36–45

Figure 3. Configuration of the LENR in the palladium’s FCC lattice.

d

t
=

1.5 kW
0.5 N

= 3km/s. (2)

For the stacked form with 30 kW [25]:

d

t
=

30 kW

0.5N
= 60 km/s. (3)
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Figure 4. Electric production by the heat coils.

Hence, the period is reduced from 114.58 to 10.61 days:

114 .58 days

60 kmper s/5.556 kmper s
= 10.610 days. (4)

In another relation, the thrust is [26]:

F = ṁ(v2 − v1), (5)

where ṁ is mass flow rate (kg/s), v1 the inlet velocity, and v2 is the outlet velocity. Assuming v1 = 0 and using Eq. (1)
we get:

P = (ṁv2)
d

t
= ṁv22 . (6)

Then,
√

P

ṁ
= v2. (7)

The velocity is obtained from the mass and power.
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(a)

(b)

(c)
Figure 5. Graphs of proton and palladium interactions. (a) Transverse view of collisions, (b) ion ranges, and (c) collision events (20 keV).
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Figure 6. Maximum values of the proton in palladium as ion range and collision event.

Figure 7. Relation of power and velocity in mass flow rate of 10, 20 and 30 kg/s.
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3. Results

Simulations of the energy productions by LENR and the relevant velocity are estimated. Figure 6 is the maximum
values of the proton in palladium as ion range and collision event. In Fig. 7, the relation of power and velocity in mass
flow rate of 10, 20, and 30 kg/s is seen. The velocity of the rocket increases as the mass flow rate decreases in which
the reasonable velocity of spacecraft could be obtained. Regarding the route of the spacecraft, the shortest route of the
Martian trip could be selected to reduce the cost of travel.

4. Conclusions

The concept of building a human colony on another planet can be considered. Travel to the other planet is the first
step, and then the next step is the building a city including industries like those on the Earth. Here are some findings
in this work

• The new kind of power source is investigated.
• LENR might be applied to the spacecraft.
• The effect on a trip to Mars is analyzed.
• Given the large reduction in the duration of the trip, a successful colony on Mars could be established in near

future.

An LENR propulsion system would be better, more economical and safer. Conventional power sources such as
chemical or solar energy are difficult to make, and a trip using them is of long duration. Therefore, the LENR concept
would be an important and attractive perspective energy source. An LENR powered rocket could be considered as one
of the best power sources for a trip to Mars. Especially, heavy manned spacecraft systems need a compact and cheap
system for the general facility where human and living spaces must be harmonized for the long duration of the trip.
Reducing the duration of the trip is a very important matter for interplanetary travel. Especially, for traveling beyond
Mars, the current power sources cannot be used for manned exploration because it would take too long.

Using VASIMR power, lunar and Martian missions and deep space travel may be possible at a greatly reduced
cost. A high power density source will be needed for destinations or beyond Mars. For the crews, this will be needed
to overcome problems such as health and psychological factors. Radiation in the outer parts of the solar system is an
extreme hazard to humans. Spacecraft will need to be equipped with strong shielding material. New kinds of alloy
metal might be developed for this purpose. For commercial traffic systems, safety is as important as economic factors
would be. The radiation shielding will have to be installed on the spaceship surface. Furthermore, very long journeys
might cause considerable psychological problems.

International cooperation in developing Martian rocket travel might be a better system than the current individual
nations based Mars exploration strategy. If the United Nations (UN) were to take a major role in assembling the
exploration systems, the construction would be done effectively. Considering the natural and social structure of the
world, it is reasonable to prepare for a future colony on Mars for a new society and industry could be established.
This colony might eventually initiate trade between Mars and Earth. The oars from Mars might be shipped to earth by
specially designed spacecraft. Once this kind of industry is launched, social relations would be set up and a flourishing
space industry would be born.
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Abstract

On May 20, 2017, we started a series of experiments with the goal of observing vibrationally induced excitation transfer of the
14.4 keV nuclear state from excited Fe-57 to ground state Fe-57 nuclei. A steel plate with a Co-57 substrate on the front surface
was vibrated by a piezoelectric transducer near 2.21 MHz; and emission in the X-ray region was recorded with an Amptek X-123
detector on the front side, a scintillator/photomultiplier detector on the back side, and a Geiger counter on the back side. The
experiments provided a negative result for the originally sought ultrasonically induced excitation transfer effect, but instead showed
non-exponential time histories for photon counts on all three detectors. Specifically, increased emission of the 14.4 keV gamma,
Fe Kα and Kβ X-rays was observed at early time. This enhancement was present at the start of the experiments at about 19%
above expected levels for the 14.4 keV gamma, and about 17% for the Fe K-alpha, with the enhancement decaying away with a
time constant of about 2.5 days. Emission on the Sn Kα was consistent with the expected exponential decay of Co-57 at the 1%
level. Non-exponential decay with an enhancement at early time was also seen for the weak Fe Kα escape peak, and in the back-
side Geiger counter data; and a reduction at early times was seen on the higher energy channels of the scintillator/photomultiplier
detector counter both looking at the back side. The observed non-exponential decay is connected with the tightening of bolts
on wooden clamps on the corners of the steel plate, which apply mechanical stress to the sample. Candidate interpretations are
considered, in which the stress induced in the steel results in scattering and generation of THz phonons by dislocations, and in
which phonon–nuclear coupling mediated by THz phonons leads to the transfer of nuclear excitation to other nuclei ("excitation
transfer"), which can cause spatial delocalization of the source and angular anisotropy of the photon emission.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Anomaly, Co-57, Excitation transfer, Non-exponential decay, Phonon–nuclear coupling

1. Introduction

The announcement of the excess heat effect in an electrochemical experiment with Pd in heavy water by Fleischmann
and Pons in 1989 [1,2] was met with great skepticism, especially among physicists, in part because the effect was
unexpected and seemingly impossible to reconcile with known nuclear physics and solid state physics. The many
subsequent observations of the effect [3] support the contention that the excess heat effect is real, but more than 28
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years later, there is no accepted explanation as to why it might occur. Under normal conditions when a nuclear reaction
produces energy, the resulting energy is carried off as energetic nuclear radiation. The absence of energetic nuclear
radiation commensurate with the energy produced in the Fleischmann–Pons experiment provides reason for skepticism,
and also provides a barrier to understanding the reaction mechanism [4]. For example, in an incoherent deuteron-
deuteron fusion reaction it is possible to observe p+t and n+3He to confirm the existence of the two dominant reaction
pathways, and to measure the particle momenta and energies in order to shed light on the reaction kinematics. With no
energetic reaction products associated with energy production in the Fleischmann–Pons experiment, a similar approach
cannot be used to study the reaction mechanism. Because of this, it has been impossible to clarify unambiguously what
nuclei are involved in Fleischmann–Pons experiments and derivative experiments, or how the reaction works (other
than to say that it does not work like a conventional incoherent nuclear reaction).

Over the years there have been several hundred papers published describing a wide range of theoretical ideas
as to how an excess heat effect might occur. Some of the proposals are in conflict with experiment as they predict
energetic radiation. For those proposals which do not predict energetic radiation it is difficult to make an unambigu-
ous connection with the Fleischmann–Pons experiment since they tend to involve mechanisms which have not been
experimentally tested. Without independent experimental confirmation of at least some of the intermediate parts it
is difficult to develop much confidence that any such model is correct. For example, we are currently interested in
models based on a relativistic phonon–nuclear interaction [5], in which the absence of energetic nuclear radiation in
Fleischmann–Pons type experiments is accounted for through the subdivision of 24 MeV quanta (the mass difference
between D2 and 4He) to lower nuclear transitions, and eventually to down-conversion of the nuclear excitation into a
commensurate number of phonons [6,7]. While the theoretical arguments seem strong, an unambiguous experimental
confirmation of the underlying phonon–nuclear interaction and the resulting down-conversion effect is required.

Based on experience gained from the interaction of theory and experiment over the years since 1989, it seems
clear that there will not be agreement on mechanism based on interpretations of results from Fleischmann–Pons type
experiments alone. What is needed are different but related experiments, in which the same mechanisms are involved,
but which permit an unambiguous interpretation [8]. We have previously advocated for up-conversion experiments, in
which vibrations are up-converted to produce nuclear excitation, and we have interpreted collimated X-ray emission
in the experiments of Karabut [9–17], and of Kornilova and coworkers [18–22], as due to the up-conversion of a
commensurate number of vibrational quanta i.e. phonons.

Theory suggests that for phonon–nuclear coupling to be strong enough to show observable effects, the frequency
of a vibrational mode ought to be as high as possible. However, suitable commercial sources for THz vibration
excitation have not been available to us at the time of the reported experiments. Collimated X-ray emission in the
Karabut experiment and in the Kornilova experiment suggest that observable effects may also occur at lower frequency
vibrations. Cardone and coworkers have reported a variety of anomalies in experiments in which a steel bar is subject
to vibrations at 20 kHz; including neutron emission [24–29] alpha emission [25,26,30–32], and elemental and isotopic
anomalies [33–35] (see the reviews [36,37]). We interpret the observations of Cardone and coworkers as possibly
resulting from up-conversion mechanisms at play. All of this suggested the possibility of observing effects from up-
conversion in experiments with vibrations well below the THz regime.

Over recent years, we have been working toward experiments to experimentally investigate phonon–nuclear cou-
pling and expected mechanisms and effects resulting from it. We tried earlier to make use of MHz vibrations to drive
up-conversion in steel plates and excite ground state iron nuclei. In these up-conversion experiments, we sought – but
did not find – collimated X-ray emission [38,39]. We have been able to drive metal plates up to 10 MHz. One set
of up-conversion experiments involved high power piezoelectric transducers that have resonances near 2.2 MHz and
could deliver over 100 W of vibrational energy to the plate [40]. We have also acquired and developed radiation detec-
tors as diagnostics for changes in photon emission resulting from up-conversion and excitation transfer experiments.
Moreover, in many of these experiments, compressional wooden clamps were applied to the edges of the sample plates,
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so as to provide damping to the vibrations. This measure was motivated by the theoretical models suggesting that the
presence of such damping could facilitate observable effects [61]. None of our conducted up-conversion experiments
showed effects indicative of phonon–nuclear coupling at play. Consequently, we explored ways of increasing the
chances of generating observable effects if they exist.

We have recently proposed an excitation transfer experiment, where phonon exchange with a highly excited vi-
brational mode transfers the excitation from excited nuclei to identical ground state nuclei located elsewhere [23].
Nuclear excited states in such an experiment originate from the decay of radioactive nuclei. Whereas an up-conversion
experiment would require a high phonon–nuclear coupling strength to show observable effects, the newly proposed
excitation transfer experiment would require a comparatively lower phonon–nuclear coupling strength and relatively
minimal energy exchange with vibrations. Consequently, conditions for an excitation transfer experiment with ob-
servable effects are expected to be more easily and more likely created compared to conditions for an up-conversion
experiment with observable effects.

In the Spring of 2017, we began the first set of excitation transfer experiments. In practice, these experiments
differed from the earlier up-conversion experiments in that now the experimental setup included a constant source
of short-lived iron nuclei in excited states. This was the case because of the presence, on the surface of the steel
plate, of radioactive Co-57 which decays into excited Fe-57. The goal then was to look for effects resulting from
the transfer of such given excitation to other nuclei (originally in ground state) during vibrational stimulation. The
first series of experiments employed the above mentioned 2.2 MHz piezoelectric transducer for inducing vibrations.
Each experiment lasted several hours. Compressional wooden clamps had been applied to the sample plate once at the
beginning of the series of experiments and left in place. When considering the data of each of these experiments, the
results appeared negative: We did not notice changes in photon emission correlated with vibrational stimulation.

However, when analyzing the entirety of acquired data across the full series of these early experiments, i.e. across
several days, we did notice something unexpected: from the beginning of the series onward, the photon emission from
the Fe-57 nuclear transition at 14.4 keV showed a non-exponential time history, as did the Fe Kα and Kβ X-rays. We
initially suspected a problem with the Amptek X-123 X-ray detector, but after further analysis we gained confidence
that the X-123 detector functioned properly during the experiment (for example, the Sn Kα time history was consistent
with normal exponential decay of the Co-57 at the percent level, and different detectors reported non-exponential time
histories simultaneously).

After becoming aware of the unexpected observations across the series of shorter experiments from May 20-31,
we began to consider the data across this period as representing a single exploratory experiment which we now refer
to as the May 20 experiment. No physical change was made to the experimental setup of said May 20 experiment after
applying the compressional clamps and placing the sample in front of detectors on May 20, 2017.

As a result of the unexpected observations, we were faced with an array of issues. Foremost among them: Is the
effect real, or an artifact of the detectors or of the experiment? Also important is the interpretation of the observed
effect: Why should there be a non-exponential time history, and what is the associated physical effect? Another
question concerns the cause of the anomaly: The anomaly was present at the beginning of the experiment, which
suggests that the cause was something that happened prior. This needed to be clarified, and many runs have since been
carried out which help shed light on the experiment and effects observed. In such subsequent runs, the effect has been
consistently observed (albeit comparatively weaker than in the first experiment) and these runs will be described in
more detail in future reports.

In this initial paper, our focus will be primarily on the first observation of the anomaly, in part because it represents
a critical milestone in this experimental campaign, and in part because much effort has gone into the analysis of the
data. What follows is a detailed description of the experimental setup and resulting observations. At the end of this
paper, we consider possible interpretations as well.
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Figure 1. Simplified version of the nuclear decay scheme for Co-57; energy levels and half-life times are from the NUDAT2 online database of
Brookhaven National Lab.

2. Beta Decay of Co-57, and Fe-57 Nuclear Levels

In the excitation transfer experiments introduced above, we use Co-57 to produce excited nuclear states of Fe-57.
Excitation transfer effects are considered to affect the lowest two excited states of Fe-57 which are described in the
following section. A brief review of some of the theoretical ideas associated with phonon–nuclear coupling, excitation
transfer, and other mechanisms which motivate these experimental design choices is provided in Appendix A.

2.1. Co-57 beta decay scheme

A simplified version of the nuclear decay scheme of Co-57 [41–44] is illustrated in Fig. 1. Co-57 beta decays through
electron capture, resulting 99.80% of the time [45] in the excited state of Fe-57 at 136.47 keV . A small fraction of the
time, there is decay to higher energy Fe-57 states [46,47], which we will not concern ourselves with in what follows.
The dominant gammas that result are the 14.4129 keV transition (which is widely used in Mössbauer studies), and two
harder gamma transitions at 122.0614 keV and at 136.4743 keV.

2.2. Phonon exchange effects under consideration

We were most interested in the possibility of an excitation transfer effect involving the Fe-57 14.4 keV state, since
the half-life is reasonably long (98.3 ns) and the transition energy reasonably low. An excitation transfer effect might
manifest as delocalization through a decrease in the 14.4 keV gamma emission measured in the vicinity of the Co-57
source coinciding with an increase of such gamma emission elsewhere, or perhaps through collimation of the 14.4 keV
gamma. Also possible might be an excitation transfer effect for the 136.5 keV state, but excitation transfer involving
this state should be weaker compared to the lower state since the half-life is shorter (8.7 ns) and the transition energy
is higher.
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Figure 2. An idealized schematic of the experiment. The transducer is on top of the steel plate, with the Co-57 underneath. Wood blocks are
clamped onto opposite corners (here idealized as sides) of the steel plate to add loss. The Amptek X-123 X-ray detector views the Co-57 from
below; the scintillator/PMT detector views the sample from above, and the Geiger counter views the top side of the steel plate near a corner away
from the Co-57.

3. Experimental Details, May 20 Experiment

As mentioned above, the initial goal of the experiment was to look for evidence of excitation transfer induced by
vibrations near 2.21 MHz, generated with a piezoelectric transducer. The plan was to create a sample with excited
state Fe-57 resulting from from the decay of Co-57, apply vibrations, and to look for a loss of the strength of the 14.4
keV nuclear transition at the site of the Co-57 when vibrations are present.

3.1. Experimental setup

A simplified schematic of the experiment is shown in Fig. 2, indicating the primary elements of the experimental
configuration (details concerning individual elements follow below). Four pieces of plywood were bolted down on
opposite corners of the steel plate to provide loss [40]. Three holes were drilled in each piece of plywood for bolts,
and nuts were screwed on with a torque wrench, resulting in compressional stress on the plate of approximately 2000
lbsf. As described below, Co-57 was placed on the front side of the steel plate through evaporation of an acid solution,
with the front side facing down in the figure, above a coarse aluminum protective mesh (not shown in the schematic),
with the Amptek X-123 X-ray detector below. The scintillator/PMT detector looks down on the back side, off to the
side of the transducer. The Geiger counter also views the back side of the steel from above, oriented over a free corner
away from the Co-57. A side-view photograph of the steel plate, wood clamps, and detectors is shown in Fig. 3.
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Figure 3. Experimental setup. Four plywood clamps are tightly bolted onto the steel plate, which rests on a rigid rack for support. Below is a
protective coarse aluminum mesh which rests on an aluminum frame. Below the aluminum mesh is the Amptek X-123 X-ray detector, which rests
on foam (not shown) to minimize vibrational coupling. Above the steel plate on top of the corner of the steel plate is the Geiger counter in a holder
with foam. Behind the Geiger counter is a scintillator/PMT X-ray detector.

3.2. Steel plate

We used a 3"×6"×5/32" steel plate made of low-carbon steel (McMaster-Carr part number 1388K546) shown in Fig. 4.
The uppermost peak of the n = 3 fundamental resonance for this (loaded) plate is observed around 2.22 MHz (Fig. 5),
slightly below the transducer resonance (the resonance of this transducer is a bit higher than for the one discussed in
Ref. [40]). The corresponding longitudinal sound speed of steel estimated from this frequency is 5.870×105 cm/s with
an uncertainly on the order of 1% due to variations present in the thickness of the plate.

Figure 4. Steel plate sample with 200 µCi of evaporated Co-57.
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3.3. Co-57

We obtained 1000 µCi of 57CoCl2 from Eckert & Ziegler, in 0.1 M HCl, which came as 0.15 ml of solution in a 0.3 ml
vial in November 2016. Roughly 1/3 was evaporated onto the steel (which involved using a micropipette to move some
of the solution from the vial to the steel plate, and then waiting on the order of an hour for evaporation in air). The
half-life of Co-57 is 271.74 days, so by the time of the May 20 experiment there was roughly 200 µCi remaining on the
plate. The evaporated solution was covered by epoxy (J-B Weld 50112 Clear 25 ml ClearWeld Quick-Setting Epoxy
Syringe) in order to prevent flaking off or physical loss of Co-57 activity. A ring-shaped residue is present at the end
of the evaporation. The size of the evaporated region can be seen in Fig. 4 as the small whitish region approximately
1 cm in diameter, and the epoxy covering can be seen as the clear layer approximately 3 cm in diameter over and
surrounding the evaporated region.

3.4. Transducer and gel

Ultrasonic vibrations were driven by a high-power 1"×6.5" piezoelectric transducer rated for 1.95–2.07 MHz from
PCT Systems Inc. For unloaded low power operation at room temperature on Styrofoam, and for operation on steel,
the transducer’s resonance was found to be slightly higher than rated (approximately 2.26 MHz). For mechanical
coupling of the transducer to the steel we used VersaSonic multipurpose high temperature ultrasonic couplant from
ECHO Ultrasonics. The piezo crystal was driven by an E&I A150 Broadband Power Amplifier through an Amplifier
Research DC2600A dual directional coupler. When the transducer was driven we made use of a 20% duty cycle to
avoid high temperature in the piezo crystal. The electrical power reported in Fig. 5, and later on in the paper, refers to
the peak (and not average) power.
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Figure 5. Electrical power to the transducer as a function of frequency for one of the transducer drive periods for the May 20 experiment.
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Figure 6. Steel plate (light gray); plywood clamps (brown); locations of bolts (black); there was one location for the evaporated Co-57, with four
positions possible indicated by the red circles.

3.5. Clamps on steel plate

An effort was made after the May 20 experiment to determine the arrangement of the plywood clamps on the steel
plate. From this reconstruction a layout was drawn to provide an approximate indication (see Fig. 6). The position of
the plywood clamps on the steel could be determined from the residual indentations in the wood, and the locations of
the bolt holes are available from photographs; these are indicated in the figure. The Co-57 evaporation is off-center,
and the closest distance between the Co-57 and the nearest clamp edge is 1.22 in.

3.6. Aluminum mesh

There was a coarse aluminum mesh between the steel plate and the Amptek X-123 detector which we installed in
order to provide protection for the thin Be window of the detector. This mesh is sold by McMaster-Carr (part number
9232T191) as Aluminum Perforated Sheet, 0.063" thick with 0.1875" diameter holes and 51% open area. It is made
out of 3003 aluminum.

3.7. X-123 X-ray detector

For X-ray and gamma detection on the front side of the plate (facing the radioactive source) we used a 500 µm Amptek
X-123 Si-PIN detector with a 0.5 mil Be window and 6 mm2 area. For the data discussed in this paper we used spectra
recorded every minute and logged with a time stamp. We used 2048 bins up to a maximum energy near 28 keV.

For data analysis, the energy band time history data presented later in the paper consists of summed up counts over
40 bins (525 eV) for the Fe Kα and Fe Kβ lines, and 60 bins (788 eV) for the Fe-57 14.4 keV line. For the Sn Kα line
69 bins (906 eV) were used, and for the Sb Kα line 43 bins (564 eV) were used.

3.8. Scintillator/PMT X-ray detector

On the back side of the plate (not facing the radioactive source) we used a scintillator/photomultiplier detector for
X-ray and gamma detection. This detector uses a 250 µm ZnS scintillator (normally used for alpha detection) and
a Hamamatsu 3" photomultiplier tube (PMT), model R6233, with a thin radfilm cover to block visible light. This
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detector was built by iRad Inc in Florida. The PMT was operated with a GS-2000-PRO driver from Bee Research.
The analog output went into a Focusrite 192 kHz low-noise USB audio interface and was analyzed with open source
Theremino MCA software. The 2048 channel spectrum was recorded once every minute with a time and date stamp.

3.9. Geiger counter

We made use of a Ludlum Geiger counter with a Model 44-88 Alpha Beta Gamma detector probe, and with a Ludlum
2350-1 Data Logger, to detect radiation on the back side. The Ludlum system develops an estimate for the count rate
per minute roughly each half second, and the rate was logged roughly once each second with a time and date stamp.

3.10. Neutron detector

A Wendi-2 neutron detector from Thermo Fisher was placed next to the experimental assembly to monitor for possible
neutron emission during the experiment.

4. Experimental results: shorter runs with MHz Vibrations

As mentioned in the introduction, the goal of the experiment was to test whether vibrations induced by the piezoelectric
transducer could cause excitation transfer of the Fe-57 14.4 keV excited state population. We began with runs driving
the transducer at high power (approximately 150 Watt); however, we were concerned that the detectors might be seeing
noise due to the high current level used to power the transducer, so in later runs we reduced the transducer power and
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Figure 7. Time-integrated spectrum for first part of the experiment (20–23 May); raw counts per channel (grey histogram); averaged spectrum
(blue line).
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increased the duty cycle at which the transducer was driven (to 25% and 30%). Results from the low power run are
considered in this section. Results for the entire period covering all runs, i.e. what we now refer to collectively as the
May 20 experiment, are discussed from Section 5 onward.

4.1. Time-integrated X-ray spectrum

The primary diagnostic in this experiment is the Amptek X-123 detector, so we begin by considering the X-ray and
gamma lines from this detector. The X-123 spectrum integrated over the first few days (5/20/17 14:48 to 5/23/17 06:50)
of the experiment is shown in Fig. 7. A discussion of the calibration of the X-123 spectrum is given in Appendix B,
along with line identifications in the spectra.

The 14.4 keV gamma line shows up clearly in the middle of the spectrum; and at lower energy, the lines resulting
from the Fe Kα and Fe Kβ transitions are very strong. There is the possibility of Fe Kα or Fe Kβ radiative decay
following the initial electron capture by Co-57; subsequently, there is a substantial probability of Fe Kα or Fe Kβ

radiative decay following the nonradiative decay of the 14.4 keV state by internal conversion [48–50].

4.2. Excitation transfer test with moderate transducer power

The test for excitation transfer – as initially envisioned – involved the prediction of a prompt reduction in the 14.4
keV gamma line while ultrasonic vibrations were generated via the piezoelectric transducer. In Fig. 8 we show the
time history of counts per hour for the 14.4 keV line along with the peak transducer power. To construct this plot we
summed the counts taken and logged each minute to develop one hour totals, which are plotted at the time of the last
minute of the accumulation, relative to the start of the first day of the May 20 experiment. In this plot, as well as in
other plots in this paper, no background subtraction is applied.

The figure suggests that there is no significant dip in the emission when the transducer is driven, as had been
considered. If there is a more general response of the emission strength to the vibrations, it is not particularly obvious
from this data set; however, we will revisit this question in connection with higher power operation later on in Section
7.

5. Experimental results: entire May 20 experiment, Amptek X-123 data

When considering the entirety of the May 20-31 period – as opposed to the shorter runs considered in the previous
section – we observed non-exponential decay for the principal emission lines most clearly in the Amptek data. Before
we examine time histories for lines with non-exponential time dependence below, we first consider observations of
some weaker high energy lines that are consistent with exponential decay.

5.1. Weaker lines in the spectrum

In Fig. 7 we focused on the strong lines normally seen from the beta decay of Co-57, and now we are interested in the
weaker lines in the spectrum. A logarithmic version of the time-integrated spectrum is shown in Fig. 9 in which we
can see several weaker lines. We have marked the Fe Kα escape peak at 4.51 keV, as well as the Sn Kα at 25.2 keV.
Above the Sn Kα there is a line (unmarked) at 26.3 keV which is the Sb Kα. Just below the 14.4 keV gamma is an
escape peak for the 14.4 keV gamma.

5.2. Decay of the Sn Kα X-ray line

The steel plate contains a small amount of Sn, as we verified by X-ray fluorescence (XRF) measurements of an
equivalent steel plate ordered from the same supplier. This line is relevant since it is present as a result of ionization
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Figure 8. Counts on the Fe-57 nuclear transition at 14.4 keV as a function of time (blue); global empirical model (described in the following
section) fit to the data (black); ±1σ region determined by the square root of counts based on empirical model (green area); transducer power (red).
Time in seconds indicated at the bottom; days between 5/29 and 5/31 indicated by the yellow and white background (each color band marks one
day).

due to the harder 122.1 and 136.5 keV gammas of the 136.5 keV state initially populated by the decay of Co-57.
Because of this, we can learn something frm the Sn Kα line about the dynamics of the 136.5 keV state indirectly, since
in this experiment we do not have direct measurements of the harder gammas. The results are shown in Fig. 10. We
see that the time history is consistent with the 271.74 day half-life exponential decay at the level of about 1%.

The arrival of counts during an accumulation time is governed by Poisson statistics, so that the standard deviation
is the square root of the number of counts. While we have available spectra taken once per minute, the scatter of the
resulting time history is sufficiently large as to be uninteresting. We have summed over 6 h of these one minute spectra
(with the total plotted at the end of the 6-hour period in each case) in order to reduce the scatter.

5.3. Decay of the Sb Kα X-ray line

As mentioned above, there is a weak X-ray line above the Sn Kα that we identify as the Sb Kα (see Appendix B). From
the same steel XRF measurements mentioned in Section 5.2 for Sn, we found also that Sb is present. We would expect
to see a similar decay on this line as for the Sn Kα, since both the Sn and Sb Kα lines result from photoionization due
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Figure 9. Time-integrated spectrum for first part (20–23 May) part of the run; raw counts (blue histogram).

to the harder gammas. In Fig. 11 is shown the time history, and we see that the decay on this line is consistent with
271.74 day half-life exponential decay at the level of about 1.5%. Note that in this case, there are more counts due to
the “background” than due to Sb Kα X-rays (see Fig. 9); however, since the “background” in this case is due to the
detector response to the harder gammas, we would expect a similar time history for both contributions. The spread is
a bit larger compared to the Sn Kα since the signal is weaker.

5.4. Non-exponential decay of the 14.4 keV gamma line

The 14.4 keV gamma line in this experiment shows a non-exponential decay (see Fig. 12). This result was not ex-
pected, and has been the source of astonishment and much discussion. We interpret the faster-than-exponential decay
observation to be due to an enhancement of the signal at early time, instead of due to accelerated decay of Co-57
(which would be inconsistent with the Sn Kα and Sb Kα time histories present in the sections above).

For this plot, and for those that follow, we made use of an empirical model given by

ln I(t) = − t

τ
+ a+ b e−t/τ0 (1)

with τ = 271.74/ ln2 days from the NUDAT2 database. From this model we can estimate the intensity expected if no
anomaly were present from

ln I0(t) = − t

τ
+ a. (2)

From a least squares fitting of the model parameters to the data we find

τ0 = 2.18× 105 s, (3)
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Figure 10. Time history of the of the Sn Kα transition (blue circles); exponential decay with 271.74 days half-life (black); ±1σ error bars
determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds; the alternating yellow
and white background show the duration of each day between 5/20 and 5/31.

which is a time constant associated with the physical configuration of the experiment, and not with any fundamental
nuclear process. We see in Fig. 12 that this empirical model provides a good fit to the data.

5.5. Spectrum near the 14.4 keV gamma line as a function of time

If the enhancement of 14.4 keV excited states of Fe-57 were created through some new process, there might be the
possibility of a modification in the line shape. Note that since the line is instrument broadened (FWHM of 220 eV for
this line with the Amptek X-123 detector), such an effect would need to be very large in order to be seen with this
kind of measurement. This provides us with the motivation to examine the spectrum in the vicinity of the 14.4 keV
line up close. The spectrum as a function of time is shown in Fig. 13. We summed 30 min of data for each data point
used in this plot. We see some data loss near 300 000 s, and we can see clearly that the line is brighter at early times
in the experiment. There seems to be a minor drift in the relative channel average (on the order of a few tenths of a
channel, or 2–3 eV at 14.4 keV), which may be due in part to a small drift in the detector gain (since the dynamics
of the average relative channel is similar for the 14.4 keV X-ray and Fe Kα gamma). There does not appear to be a
significant change in the line shape observed with the X-123 at early time in this data.
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Figure 11. Time history of the of the Sb Kα transition (blue circles); exponential decay with 271.74 days half-life (black); ±1σ error bars
determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds; the alternating yellow
and white background show the duration of each day between 5/20 and 5/31.

5.6. Non-exponential decay of the Fe Kα X-ray line

A similar non-exponential decay history is observed also for the Fe Kα X-ray, as shown in Fig. 14. We would expect
internal conversion of the 14.4 keV nuclear state to lead to Fe Kα emission, so it does not come as a surprise that
we should see a qualitatively similar anomaly in the Fe Kα emission (note that there is also a contribution to the Fe
Kα emission following the initial Co-57 capture). We again fit to the empirical model above, with a time constant
parameter of

τ0 = 2.16× 105 s, (4)

which is within about 1% of what was found for the 14.4 keV gamma transition above.

5.7. Non-exponential decay of the Fe Kβ X-ray

We observe similar dynamics on the Fe Kβ transition as shown in Fig. 15 (as expected since the mechanism of Fe Kβ

emission is very similar to that for Fe Kα). The time constant parameter in this case is similar to the previous cases
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Figure 12. Time history of the of the Fe-57 nuclear transition at 14.4129 keV (blue circles); empirical model (red); exponential decay with 271.74
day half life consistent with empirical model (black); the ±1σ error bars determined by the square root of the average number of counts (light green
solid region) is sufficiently narrow to be obscured by the red line of the empirical model. The bottom time axis is in seconds; the alternating yellow
and white background show the duration of each day between 5/20 and 5/31.

τ0 = 2.23× 105 s. (5)

5.8. Non-exponential decay for the Fe Kα escape peak

We would expect to see the same non-exponential decay time history in the Fe Kα escape peak as in the Fe Kα X-ray;
however, since the escape peak is much weaker, the competing contribution from the “background” due to the harder
gammas (which decay exponentially) leads to a dilution of the effect. We analyzed the dynamics of the emission from
this line (see Fig. 16) with the result that there is a non-exponential component that is less pronounced than for Fe Kα.
For the model used in Fig. 16 we used τ0 = 2.16×105 s value from the Fe Kα fit. As mentioned above, no background
subtraction was done for this line. There again is more relative spread in the data since the count rate is much lower.

The decay of the signal is compatible with the time constant τ0 of the Fe-57 14.4 keV gamma and Fe Kα and Kβ

X-ray lines. Due to the weakness of the line, the spread is large, so that the Fe Kα escape data does not provide a
strong constraint on τ0.
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Figure 13. Time history (counts per 30 min) of the spectrum of the Fe-57 nuclear transition at 14.4129 keV; the time axis (bottom) is in seconds;
the channel number is on the left and the energy is on the right.

6. Experimental results: entire May 20 experiment, data from other detectors

In this section, we are interested in results from the Geiger counter, from the scintillator/PMT detector, and also from
the neutron detector. The neutron detector did not exhibit an unexpected dynamical time history, but unexpected
non-exponential decays were recorded on the other detectors.

6.1. Non-exponential decay of the Geiger counter signal

The Geiger counter was pointed at the back side of the steel plate, and the plate is sufficiently thick that there is no
possibility of the 14.4 keV gamma or the Fe Kα, Kβ X-rays from the Co-57 making it through the plate without being
absorbed. Consequently, only the harder 122.1 and 136.5 keV gammas (and the much weaker gammas at even higher
energy) from the Co-57 make it to the back side. In this experiment the Geiger counter is relatively distant from the
Co-57 source, so that the signal strength due to the Co-57 is reduced by a factor of about 50 from what is measured in
close proximity. Now, we know from the Sn Kα signal that the time history of the 122.1 and 136.5 keV gammas as
determined by the Sn Kα proxy does not show a strong early time enhancement. Consequently, the non-exponential
decay of the Geiger counter signal shown in Fig. 17 is providing new information not available from the front side
X-123 data.
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Figure 14. Time history of the of the Fe Kα X-ray (blue circles); empirical model (red); exponential decay with 271.74 days half-life consistent
with empirical model (black); the ±1σ error bars determined by the square root of the average number of counts (light green solid region) is
sufficiently narrow to be obscured by the black line of the empirical model. The bottom time axis is in seconds; the alternating yellow and white
background show the duration of each day between 5/20 and 5/31.

Because the May 20 experiment was not originally conceived as a single experiment but rather as a series of shorter
runs, Geiger counter data was not taken throughout the entire May 20-31 period, resulting in a significant gap and fewer
data points to work with. Nevertheless, it is clear that the decay in this case is very much non-exponential. We have
fit the available data points, accumulated as above, to the empirical model once again. The optimization of the model
leads to a value for τ0 of

τ0 = 2.930× 105 s, (6)

We note that the fluctuations in this case are larger than what would be expected from the total counts per 30 min. One
contributing reason for this is that an estimate for the counts per second determined by the Geiger counter system was
stored only approximately once per second, instead of twice per second as the system records internally.
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Figure 15. Time history of the of the Fe Kβ X-ray (blue circles); empirical model (red); exponential decay with 271.74 days half-life consistent
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bottom time axis is in seconds; the alternating yellow and white background show the duration of each day between 5/20 and 5/31.

6.2. Results for the scintillator/PMT detector

We recall that the scintillator/PMT detector is also located on the back side (not facing the Co-57 substrate). At the time
of the May 20 experiment, the driver of the scintillator/PMT detector was still occasionally plagued by interruptions
(with a sudden on and later sudden off time characteristic) during which noise in the form of pulses with a very
long decay time was added to the signal. Nevertheless, much of the data from this detector is intact, and in some
of the channels there appears to be a distinct non-exponential signal. Here we have chosen to display the data sets
(analyzed using accumulation based on the same approach as for the other data) including periods containing obvious
interruptions since a unique systematic retrospective separation of the data and interruption noise is not possible.

The most straightforward data set is the summed channels corresponding roughly to the 1–2 keV range. The time
history is seen to be consistent with exponential (aside from interruptions) for the 271.74 day beta decay half-life of
Co-57, as shown in Fig. 18. The sharp excursions up to the vicinity of 5000 counts per 30 min are interruption noise,
as are the excursions down below 4000 counts/30 min. For these channels the aluminum in the radfilm covering the
scintillator in strongly absorptive, so that few soft X-rays get through and register. In the presence of lower energy
sources this detector gives a spectrum with a shape consistent with Al X-ray fluorescence, where the aluminum in the
radfilm may be radiating inefficiently. There may be contributions to the signal also from the harder gammas incident
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Figure 16. Time history of the of the Fe Kα escape peak (blue circles); empirical model (red); exponential decay with 271.74 days half-life
consistent with empirical model (black); the ±1σ error bars determined by the square root of the average number of counts (light green solid
region). The bottom time axis is in seconds; the alternating yellow and white background show the duration of each day between 5/20 and 5/31.

in other parts of the detector.
In Fig. 19 we show the time history of the summed channels between 2 and 4 keV, along with a parabolic model

curve to guide the eye. Due to the poor energy resolution of the scintillator/PMT detector, we would expect minor
contributions from the Fe Kα to appear in these channels. Once again the fast excursions above 140 000 counts/30
min are interruption noise, as are the excursions below 130 000 counts/30 min. We see a non-exponential decay with
a qualitatively different dynamics than what was seen on the front side by the Amptek X-123 and on the edge of the
back plate by the Geiger counter.

The time history for the summed scintillator/PMT channels between 4 and 10 keV are shown in Fig. 20. These
channels were selected to capture the bulk of the Fe Kα and Kβ lines, should such emission occur keeping in mind that
all Fe Kα and Kβ emission originating from the front side is absorbed by the plate, but there is some XRF due to the
harder gammas. We see again a roughly parabolic signal with interruption noise present. The early fast excursions up
to 1.1 × 106 counts/30 min and the later excursions down below 9.8 × 105 counts/30 min are due to the interruption
noise.

The time history for the summed channels between 10 and 20 keV is shown in Fig. 21, also with a parabolic curve
that approximates the signal in the absence of the interruptions. The intent of this set of channels was to capture what
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Figure 17. Time history of the of the Geiger counter signal (blue circles); empirical model (red); exponential decay with 271.74 days half-life
consistent with empirical model (black); the ±1σ error bars determined by the square root of the average number of counts (light green solid region).
The bottom time axis is in seconds; the alternating yellow and white background show the duration of each day between 5/20 and 5/31.

was going on in the general vicinity of the 14.4 keV gamma ray (as yet we have not seen 14.4 keV emission on the back
side in other experiments with good spectral resolution). A roughly parabolic response is evident, and the occasional
large downward excursions are due to the interruption noise. We note that there are fluctuations present in the data
well beyond what would be expected from Poisson statistics.

Finally, the time history for the uppermost channels above 20 keV is shown in Fig. 22, which shows a similar trend
to the other channels. We see a parabolic signal with a few sharp downward excursions due to interruption noise.

At the time of writing this text, the occasional interruptions and resulting noise exhibited by this detector have been
addressed. Despite the less than ideal condition of the data taken with this detector during the May 20 experiment, we
chose to report the data here with the caveats mentioned above.

6.3. Neutron counts

Data from the neutron detector is shown in Fig. 23. We see that the total number of counts per six hours is low, so
that the statistical fluctuations are relatively large compared to the average count rate. The average count rate is 64.9
counts per 6 hours which is equivalent to 3.00 × 10−3 counts/s. Given the listed efficiency of the detector which is
0.84 cps/µSv/h, the average background count rate is then 3.6 nSv/h. This data set is consistent with no incremental



66 F. Metzler et al. / Journal of Condensed Matter Nuclear Science 27 (2018) 46–96

t (sec)
0 2x105 4x105 6x105 8x105 106

S
ci

nt
ill

at
or

/P
M

T 
1-

2 
ke

V 
co

un
ts

/3
0 

m
in

3000

3500

4000

4500

5000

5500

Figure 18. Time history of the of the 1–2 keV channel of the scintillator/PMT detector (blue circles); empirical model (red); exponential decay
with 271.74 days half-life consistent with empirical model (black); the ±1σ error bars determined by the square root of the average number of
counts (light green solid region). The bottom time axis is in seconds; the alternating yellow and white background show the duration of each day
between 5/20 and 5/31.

neutron emission during the experiment with a 1 σ upper limit of 0.44 nSv/h.

7. Basic Considerations

Non-exponential decay observed for the 14.4 keV gamma line, and for the Fe Kα and Kβ X-ray lines, by the front-side
Amptek X-123 detector, appears to us to be anomalous. Some support for such an assertion is provided by a similar
time history for the back-side Geiger counter away from the Co-57, even though the origin of the back side Geiger
counter signal must be different. The scintillator/PMT detector on the back side near the Co-57 reports a different
(early reduction instead of enhancement) and slower non-exponential decay.

It could be argued that any interpretation is premature: since the May 20 experiment was the first of its kind; since
the effects seen in subsequent experiments were weaker; and since some colleagues may view the results presented in
this paper as artifacts. The thought here is that it is appropriate to discuss both possible sources of problems (which
should be addressed in subsequent experiments), and also to discuss possible interpretations (which might point to
future experiments that might provide clarification and confirmation). In this section we focus on some basic issues.
With respect to interpretation, one hypothesis based on delocalization of the nuclear excitation as a result of excitation
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Figure 19. Time history of the of the 2–4 keV channel of the scintillator/PMT detector (blue circles); simple parabolic model (red); the ±1σ error
bars determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds; the alternating
yellow and white background show the duration of each day between 5/20 and 5/31.

transfer is discussed in Appendix C for the early time non-exponential decay effect observed in the X-123 data.

7.1. Epoxy seal

A reduction of the 14.4 keV gamma and Fe Kα and Kβ X-ray intensity would occur if there were a continuous loss of
Co-57 from the evaporated region. The epoxy seal was examined following the experiment, and showed no obvious
signs of degradation; however, some discoloration is evident (see Fig. 24). No radioactivity was found on collection
paper at the bottom of the experiment after the run.

7.2. Amptek X-123 detector operation

The first hypothesis considered was the possibility that the X-123 detector was functioning improperly in some way,
perhaps losing counts over time. The Co-57 source strength used is well within the operating range of the detector, so
we do not expect to see saturation effects. Measurements made in subsequent experiments with the X-123 detector,
and also with other detectors, have shown similar non-exponential decay effects, and control experiments have shown
exponential decay as expected.
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Figure 20. Time history of the of the 4–10 keV channel of the scintillator/PMT detector (blue circles); simple parabolic model (red); the ±1σ error
bars determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds; the alternating
yellow and white background show the duration of each day between 5/20 and 5/31.

The Sn Kα in this experiment provides for a control – albeit an imperfect one – in that the time history is consistent
with exponential decay with the known half-life of 271.74 days to within 1% or so over the length of the experiment.
This suggests that during the experiment the detector is able to see time histories which are both exponential at the 1%
level, and also non-exponential with enhanced emission at the 17% and 19% level.

Note that in the future we would like to have in the data a time history for a control line, where there is no question
as to what the time history should be. One possibility is to field a radioactive source other than Co-57 that would
provide a line within the Amptek X-123 detector window. One possibility for this is Sm-151 (90 years half-life),
which decays to an excited state in Eu-151 at 21.541 keV that emits a corresponding 21.5 keV gamma that we can see.
Another possibility is to make use of another, untreated Co-57 source to photoionize a K-shell (for example in Mo or
Pd) to produce a characteristic X-ray in our window. We would want to block such a secondary Co-57 source from the
detector to prevent overlap with the treated Co-57 source. The advantage of this approach is that we would then have
a control line with a 271.74 day half-life.

It might be that the observed non-exponential decay is associated with lines that have a high count rate. Arguing
against this is the non-exponential decay seen in the much weaker Fe Kα escape peak. In future experiments it would
make sense to include a proxy for the Fe Kα (such as Ti) and for the 14.4 keV gamma (such as Br), where the Kα would
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Figure 21. Time history of the of the 10–20 keV channel of the scintillator/PMT detector (blue circles); simple parabolic model (red); the ±1σ
error bars determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds; the
alternating yellow and white background show the duration of each day between 5/20 and 5/31.

be produced following photoionization from the strong lines resulting in an independent witness to non-exponential
decay.

7.3. Relative motion

Since we are using a protective mesh between the sample and X-123 detector, it is possible for relative motion to pro-
duce a change in the absorption (which might lead to either an increase or a decrease in the observed X-ray emission).

Arguing against this is the fact that the X-123 was secured by a sample holder, and the sample and wood blocks
rested on a stable rack. A substantial force (not present in the experiment) would be required to move the detector, and
a significant force (also not present in the experiment) would have been needed to move the sample. It may be that
the steel plate moves some when the transducer is powered. Nevertheless one would not expect a smooth exponential
relaxation to appear in the signal as was observed in the experiment. Note that the Geiger counter is on the back side
with no partial blocking by the aluminum mesh, and we see a similar non-exponential decay effect.

In future experiments it would seem to be prudent to pay direct attention to the relative motion, and also to monitor
it with a camera and a microscope to measure whether significant motion occurs.
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Figure 22. Time history of the of the channels above 20 keV channel of the scintillator/PMT detector (blue circles); simple parabolic model (red);
the ±1σ error bars determined by the square root of the average number of counts (light green solid region). The bottom time axis is in seconds;
the alternating yellow and white background show the duration of each day between 5/20 and 5/31.

7.4. Co-57 decay is not accelerated

Other researchers have put forth claims previously for the anomalous accelerated loss of radioactivity in other kinds
of experiments (see [51–56]; note that these references represent only a subset of such papers and that there are
additional papers in the literature that suggest the existence of such an effect). In part because of this, we entertained
the possibility that a loss of activity might be occurring in the May 20 experiment.

Arguing against this is the observed Sn Kα signal with a time history consistent with exponential decay at the 1%
level, given the radioactivity present at the beginning of the experiment. This line is produced following photoioniza-
tion of a K-shell electron by the harder 122.1 and 136.5 keV gammas, so it acts as a proxy in this experiment for the
angle-averaged time history of the harder gammas. Since the Fe-57 136.5 keV state is fed from the decay of Co-57
following electron capture, we conclude that the beta decay of Co-57 is consistent with the expected exponential decay
(with a 271.74 days half-life) at roughly a level of 1% during the time of the experiment.

An independent argument can be made based on the fact that we would expect the ratio of the intensity of the
14.4 keV gamma line to the Fe Kα line to be constant if produced by a varying beta decay rate. In Fig. 25 we show
the ratio of 14.4 keV gamma counts to Fe Kα X-ray counts as a function of time, where a minor decrease in the ratio
during the course of the experiment can be seen. This is inconsistent with a loss of Co-57 activity as an explanation
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Figure 23. Time history of the neutron counts (blue circles); average count rate (black); ±1σ error bars determined by the square root of the
average number of counts (light green solid region). The bottom time axis is in seconds; the days are marked on top, with the alternating yellow and
white background giving the duration of each day.

for the effect.
We interpret the anomalous time-dependence of the emission of the 14.4 keV gamma, and Fe Kα and Kβ X-rays

as due to an increase in emission at early times, and not due to accelerated decay of Co-57. In subsequent experiments
we have observed the emission to increase (weakly) in response to vibrational stimulation, and also in experiments
with in situ mechanical stress generated via heat pulses.

7.5. Possibility of up-conversion of 2.21 MHz vibrations

One of the original goals of this experimental effort was to determine whether MHz vibrations can be up-converted to
produce nuclear excitation. As discussed briefly above, our results from the May 20 experiments do not support this
initial prediction as an explanation for the anomalous observations made (see Fig. 8). In subsequent experiments we
have also not seen a prompt response of the X-ray or gamma emission in the Amptek X-123 spectra due to changes in
the transducer power.
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Figure 24. Photograph of the epoxy covering the HCL and Co-57 taken after the May 20 experiment.

7.6. Impact of 2.21 MHz vibrations on the anomaly

The enhanced gamma and X-ray signals were present from the start of the experiment, which from later experimen-
tation we attribute to having been a result of the tightening of the bolts on the wooden clamps and the resulting
mechanical stress. However, it could be asked whether the 2.21 MHz vibrations we imposed had any effect, even if
not prompt. To shed light on this, we show in Fig. 26 the Fe Kα signal plotted along with the peak transducer power
(with a 20% duty cycle the average power is less by a factor of 5). The emission strength does not seem to increase or
decrease much while the transducer is run. During the experiment we noticed a weak response (increase) of the photon
emission registered by the detector following some of the transducer pulses, which led us to adopt a lower power drive
protocol in case the transducer current was impacting the detectors.

7.7. Cause and effect

In the May 20 experiment, the front-side enhancement of photon emission is present from the start of the experiment,
and we only observed the subsequent decay (but not the increase preceding it). It was not obvious at the time of
the experiment what caused such an enhancement. We assumed initially that something in the protocol used prior
to data collection was responsible, with a focus on tightening the bolts on the wood and sample as perhaps key. In
later experiments we found that the enhancement can be produced by tightening clamps, or by applying stress in other
configurations, as will be described in future publications. Also, triggering the enhancement and the following decay
is evident in experiments in which thermal pulses were used to create mechanical stress in situ, as will be discussed in
a following paper.
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Figure 25. Ratio of counts per 12 h for the 14.4 keV gamma to the counts per 12 h for the Fe Kα X-ray (blue circles); simple a+ b exp(−t/τ0)
fit with τ0 = 2.18×105 s; constant a (black line). The bottom time axis is in seconds; the days are marked on top, with the alternating yellow and
white background giving the duration of each day.

8. Discussion and Conclusions

The original goal of the runs that now make up the May 20 experiment was to test for excitation transfer of the
Fe-57 14.4 keV excited state mediated by strong, piezoelectrically induced vibrations near 2.21 MHz through a (time-
correlated) reduction in the 14.4 keV gamma near the source, or an increase from elsewhere in the sample. As discussed
above, we saw no evidence for this kind of excitation transfer effect under the conditions of the experiment.

Instead, we saw a different effect. The data shows an enhancement early in the experiment of the 14.4 keV gamma
emission, and in the Fe Kα and Kβ X-ray emission. This effect can be seen clearly in the data presented above (see
Figs. 12, 14 and 15), and was observed with good signal to noise ratio.

Since exponential decay would normally be expected from a radioactive source, the non-exponential decay effect
that we saw is anomalous in the sense of being unexpected. As such, the May 20 experiment is in our view potentially
an important one.

The May 20 experiment was our first attempt at this kind of excitation transfer experiment. Because of this, we
are motivated to consider reproducibility and the possibility of an artifact as issues. The enhancement at early time of
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Figure 26. Time history of the Fe Kα signal (blue circles); empirical model (solid green line); peak transducer power (solid red line).

the strong gamma and X-ray lines is reproducible in our experiments, but subsequent observations so far have shown
a weaker version of the effect. This indicates that there have been elements of the experiment not under our control
(otherwise we would be able to see a large version of the signal each time), and not everything that is important
experimentally was fully understood.

The interpretation of the data presents its own set of issues. During the long delay associated with the review
process of this paper, there have been many subsequent experiments; and from these experiments some degree of
understanding has begun to emerge.

For the early time enhancement of the Fe-57 14.4 keV gamma, and the Fe Kα and Kβ X-ray emission, one candi-
date interpretation involves a small degree of delocalization of the excitation among the Fe-57 nuclei in the substrate
evaporated with the Co-57. With the Amptek detector being partially blocked by the protective mesh, it may be that
even a small amount of delocalization of the excitation across the substrate provides for a substantial increase (or de-
crease) of the signal registered by the detector when excitation transfer occurs. This interpretation is discussed further
in Appendix C.

Delocalization in connection with this hypothesis would require phonon exchange, and theory indicates that the
rate for excitation transfer is much higher for THz phonons. So, this motivates us to think about what the source of
these THz phonons might be. The enhancement in the Amptek signal appears (from subsequent experiments) to be
correlated to the tightening of the bolts which apply stress to the steel plate through the wood clamps. The long (several
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days) duration of the effect motivates us to consider creep, which is the (plastic) deformation/relaxation of a stressed
viscoelastic medium. In the case of steel, creep occurs in part through the movement of dislocations, and we expect
a substantial population of dislocations in the rolled steel used in the plate on which the Co-57 is deposited. Linear
dislocations experience a force in a shear stress field, which in the presence of friction results in an average dislocation
velocity (with constant stress). Part of the friction is due to phonon scattering and phonon radiation, which provides a
possible mechanism for THz phonon generation and for a non-isotropic THz phonon distribution. This hypothesis is
the subject of Appendix D.

The interpretation of the Geiger counter signal involves different spectral lines and a different mechanism. The
Geiger counter responds more strongly to the harder 122 and 136 keV gammas than to the 14.4 keV gamma or Fe Kα

and Kβ X-rays (and we have observed this in subsequent experiments). The Geiger counter looks at the back side of
the sample (the Co-57 is on the front side), so that there is no contribution from the 14.4 keV line (which is absorbed
completely by the steel plate). There are weak Fe Kα and Kβ signals on the back side as a result of photoionization by
the harder gammas. Consequently, the Geiger counter time history is dominated by the 122 keV and 136 keV signals
in the general vicinity of the Geiger counter, which is over a corner of the plate far from the Co-57 source. In this case,
the intensity of these harder gammas at the Geiger counter position is enhanced at early time, and one interpretation
for this is an anisotropic distribution of the harder gammas as a result of excitation transfer. This is consistent with
early time non-exponential decay seen in later experiments with a NaI detector.

The reduction at early time in the higher channels of the scintillator/PMT detector is thought to be a result of an
anisotropy of the harder gammas as well. Instead of being more intense at early time, one interpretation is that the
harder gammas in the vicinity of the scintillator/PMT detector, which the detector probably responds to indirectly, is
reduced at early time. The time history of the lowest channel is not consistent with this and remains not understood at
present.

Our results are generally supportive of the observation of collimated X-ray emission reported previously by
Karabut; and also by Kornilova and coworkers.

Our results are also (weakly) supportive of the observations of neutrons and alphas in the experiments of Cardone
and coworkers, which we might expect to show up in our experiments if higher stress levels are achieved (assuming
that greater stress produces a transfer of higher energy quanta). In a similar way our results are (weakly) supportive of
the observations of neutron and alpha emission in the fracture experiments of Carpinteri and coworkers [57–59].

A modification of the time history of a gamma line produced by applying stress to a metal has deep and important
theoretical implications. Our candidate interpretations at present involve excitation transfer, mediated by phonon–
nuclear coupling. If the experimental results are not artifactual, one is tempted to conclude that phonon–nuclear
coupling occurs and can be studied experimentally.

One goal of our research is to develop a well defined and well characterized version of the experiment, which
would be appropriate to share with others. The May 20 experiment described here is the first version of an excitation
transfer test and is followed by subsequent experiments which we will report on in future publications.

Appendix A. Review of Phonon Exchange and Related Mechanisms

The May 20 experiment was carried out in order to provide experimental feedback on a theoretical proposal for an
excitation transfer effect. This motivates us to provide here a brief review of phonon–nuclear coupling and excitation
transfer. These mechanisms constitute building blocks for proposed up-conversion, down-conversion and subdivision
mechanisms, which have been the focus of theoretical work aimed at shedding light on various anomalies in Condensed
Matter Nuclear Science. Some discussion of these mechanisms follows in this Appendix.
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Appendix A.1. phonon–nuclear interaction

We can write the phonon–nuclear interaction for a single nucleus in the form [5]

Ĥint = â · cP̂, (A.1)

where â operates on the internal nuclear degrees of freedom, and where P̂ is the momentum of the nuclear center of
mass which depends on the vibrations. We can think of the â operator as causing an internal nuclear transition, and the
momentum operator P̂ as either creating or destroying a phonon. If dealing with two specific nuclear states and one
highly excited phonon mode it is possible to reduce the interaction to

Ĥint → V0(ĉ
† + ĉ)

(
| ↑⟩⟨↓ |+ | ↓⟩⟨↑ |

)
, (A.2)

where ĉ† and ĉ are phonon creation and annihilation operators, and where | ↑⟩⟨↓ | raises the internal nuclear state
| ↓⟩⟨↑ | lowers it. For dynamics governed by this kind of interaction, a single phonon exchange (absorption or
emission) is coupled with a nuclear transition (raising or lowering).

The coupling of atoms and nuclei with the electromagnetic field is mediated by a similar interaction Hamiltonian,
so it would be natural for us to think of a nuclear transition decay associated with phonon emission in connection with
this Hamiltonian. While people do study single phonon exchange in connection with nuclear spin splitting in a strong
magnetic field, here we are interested in internal nuclear states with energies that differ by keV or more, in which case
there is no possibility of nuclear excitation or decay through the exchange of a single phonon. Instead we need to
consider higher-order processes in which two or more phonons are exchanged.

Appendix A.2. Excitation transfer

The simplest higher-order process relevant to the discussion is excitation transfer. In the simplest case where two
identical nuclei interact with a common excited vibration mode, it is possible to transfer nuclear excitation from
one nucleus to the other. Suppose that nucleus A is excited while nucleus B is in the ground state initially. Then the
exchange of one phonon can cause nucleusA to de-excite to the ground state, resulting in an (off-resonant) intermediate
state where both nuclei are in the ground state. And then the exchange of a second phonon can cause nucleusB undergo
a transition to the excited state. If the number of phonons is the same afterward as before, then this excitation transfer
process can be resonant. The different pathways possible at lowest order are shown in Fig. 27.

This kind of excitation transfer process is the lowest-order effect that we might hope to see in the experiment
(since it involves the exchange of only two phonons). Resonant excitation transfer can produce phase coherence if
order is present, which can result in the angular anisotropy thought to be responsible for non-exponential decay effects
associated with the harder gammas in the May 20 experiment.

Collimated gamma emission is possible in the case that phase coherence is present over a larger area of the surface,
and where the lattice planes are aligned [60]. We had previously considered the presence of collimated X-rays to
signify the presence of phonon up-conversion with a uniform vibrational mode. This should be updated to include (as
more likely) the presence of resonant excitation transfer at the surface.

Resonant excitation transfer can move excitation from one location to another. In the event that the phonon mode
is delocalized, such as for piezoelectrically induced MHz vibrations corresponding to plate resonances, the excitation
has the possibility of being transferred from the vicinity of the radioactive source to pretty much anywhere in the plate.
This is the effect predicted in the original design of the experiment. In contrast, a single excitation transfer event
mediated by high frequency vibrations in the GHz or THz regime will only move the excitation a small distance, since
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Figure 27. Simplified schematic of excitation transfer between two nuclei with single phonon exchange. The ↑ represents a nucleus in an excited
state, and the ↓ represents a nucleus in the ground state.

these modes are very lossy and hence localized. However, many sequential excitation transfers with high frequency
vibrations has the potential to lead to an overall transfer to a remote location.

The phonon–nuclear coupling interaction within the discussion above involves E1 symmetry (with only a single
phonon exchange associated with each nuclear transition), while the transition from the Fe-57 ground state to the
14.4 keV excited state has M1+E2 symmetry. Consequently, excitation or de-excitation would involve two-phonon
exchange and transitions to intermediate states, with excitation transfer involving the exchange of 0,±2,±4 phonons.

Appendix A.3. Up-conversion

As discussed above our interest in up-conversion comes from an interest in the down-conversion mechanism con-
jectured to be the explanation for the absence of commensurate nuclear radiation associated with excess heat in the
Fleischmann–Pons experiment. Models that we have studied for down-conversion also describe up-conversion on
equal footing [61–64].

From the simplest perspective in the up-conversion process under consideration a great many phonons are ex-
changed to produce nuclear excitation (Fig. 28). These models indicate that up-conversion places more constraints on
the requirements for the physical system than excitation transfer, with the most severe requirements coming when the
number of quanta up-converted ∆n

∆n =
∆E

!ω0
(A.3)

is large. Here ∆E is the up-converted energy and !ω0 is the phonon energy. This consideration favors high frequency
phonons in the THz regime. Up-conversion with 2.2 MHz phonons is particularly difficult since the associated phonon
energy is very small (9.1 neV). The highest frequency phonons for BCC crystalline iron are near 38 meV [65], which
according to the models makes up-conversion to the keV regime much more accessible. Our preference in all cases is to
work with higher frequency THz phonons. However, in our initial experimental work, we focused on MHz vibrations
in part since the experiments were much easier to be implemented, and since previous experimental work suggested
that positive results could be obtained with lower frequency stimulation.
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Figure 28. Simplified schematic of up-conversion for nuclear excitation by the conversion of a large number of phonons.

Up-conversion in the models occurs through the energy exchange of a great many single-phonon exchange interac-
tions taking place rapidly before decoherence occurs. Excitation transfer effects might be observable under conditions
where only a few phonon exchange interactions occur; however if up-conversion is observed then we know that a very
large number of phonon exchange interactions must have occurred.

Figure 29. Simplified schematic of subdivision, where a single highly excited nuclear state is exchanged for many nuclear excitations at lower
energy.
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Appendix A.4. Subdivision

A problem was found when we made use of down-conversion models to reduce the large 24 MeV ∆E value associated
with the D2/4He transition for excess heat in the Fleischmann–Pons experiment, where ∆n is very large (on the
order of 109 or greater), and it seemed difficult to connect theory with experiment. However, if the large 24 MeV
quanta is instead exchanged for many lower energy (keV-level) nuclear excitations, then the resulting down-conversion
problem becomes much more attractive. This conversion of a high energy nuclear excitation into many smaller nuclear
excitations was termed “subdivision” (see Fig. 29), and it requires a modest number of phonon exchange interactions
to occur. Typically there will not be a precise resonance available, so the energy mismatch δE will need to be taken up
through down-conversion

∆E1 = ∆N∆E0 + δE

= ∆N∆E0 +∆n!ω0. (A.4)

A hindrance of the reaction rate can come from either too many excitations ∆N , or more likely from too many up-
converted phonons ∆n.

Appendix B. X-123 Calibration

The analysis of the data for the May 20 experiment depends in an important way on the calibration of the X-123, which
motivates us to consider the calibration briefly in this appendix.

Appendix B.1. Calibration

For calibration, we chose the three strongest lines which result directly from the Co-57 source (the Fe-57 14.4 keV
gamma, and the Fe Kα and Kβ X-rays), along with two much weaker but clear X-ray lines (the Sn Kα and the Sb Kα).
These are listed in Table 1. For the May 20 data set, we summed all available spectral data for the 11 days of the run
to a single cumulative spectrum, and used a local Gaussian fit with a sloped baseline

f(i) = A exp

{
− (i− i0)2

∆i2

}
+B + Ci (B.1)

over channels in the vicinity of the lines, where i is the channel number, and where the other parameters (A, i0, ∆i,
B, C) are determined by least squares fitting.

The Amptek X-123 detector settings were not changed after the experiment, and we might expect a minor drift
over the following months. Channel averages are given in Table 1 for the May 20 spectra, and also for a spectrum taken
subsequently starting on August 6, 2017. There are only minor differences in the average channel values; however, the

Table 1. Major lines chosen for determination of the calibration parameters.

Line Energy Average channel Average channel FWHM
(eV) May 20, 2017 Aug 6, 2017 (eV)

Fe Kα 6399.5 490.931 490.795 173.4
Fe Kβ 7058.0 540.569 540.405 182.7

Fe-57 γ 14421.9 1099.713 1099.394 222.1
Sn Kα 25192.6 1919.218 1918.422 408.9
Sb Kα 26272.0 2002.277 2000.738 381.1



80 F. Metzler et al. / Journal of Condensed Matter Nuclear Science 27 (2018) 46–96

spectra are sufficiently close that it is possible to make use of calibration spectra taken subsequently to help with the
line identifications.

Appendix B.2. Linear calibration

We used least squares fitting for the May 20 data set to develop a linear calibration of the form

E(eV) = a0 + a1i, (B.2)

where E is the energy in eV, and where i is the channel number; with fitting parameters given by

a0 = − 50.2842, a1 = 13.1504. (B.3)

The standard deviation associated with this fit is

σ = 8.937 eV. (B.4)

Appendix B.3. Cubic calibration

Least squares fitting was also used to develop a cubic calibration for the May 20 data set with a lower standard deviation
based on

E(eV) = a0 + a1i+ a3i
3 (B.5)

with fitting parameters

a0 = − 75.413, a1 = 13.1943, a3 = − 8.39972× 10−9. (B.6)

The standard deviation in this case is

σ = 4.801 eV. (B.7)

This cubic calibration does a little better than a quadratic calibration, for which the standard deviation is 5.122.

Appendix B.4. Peak identifications

Results for the May 20 spectra augmented with calibration runs carried out in August are summarized in Table 2. We
see good agreement between known line positions and estimates for the two calibrations. During the runs in August
we took XRF calibration spectra in place with Ti, Zn and Sn samples, which confirmed earlier identifications in the
case of Zn and Sn. The Ca Kα and Kβ lines were much stronger in the August spectra.

We were not expecting to see escape peaks with a Si-PIN detector since the fluorescence yield of the Si Kα is low;
however, there are clear escape peaks present associated with the strong Fe-57 gamma and Fe Kα and Kβ lines at an
energy of

E[escape] = E0 − E[Si Kα] = E0 − 1739.8 eV. (B.8)

Identifications for the weaker lines in the summed spectra for the May 20 experiment listed in Table 2 are shown
in Fig. 30.
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Table 2. Average channel numbers for identified and also for unidentified lines from
the May 20 data; average channel numbers for lines observed in August runs are in
brackets; known energies for the different X-ray transitions and gamma transition are
listed, along with energy values from the linear and cubic fits.

Line Average channel Energy Linear energy Cubic energy
(eV) (eV) (eV)

Ca Kα [284.999] 3690.5 3697.6 3684.8
Ca Kβ [309.090] 4012.7 4014.4 4002.6
Ti Kα [347.324] 4508.8 4517.2 4506.9
Ti Kβ [378.609] 4931.8 4928.6 4919.6

Fe Kα escape 358.040 4659.5 4658.1 4648.3
Fe Kβ escape 408.683 5318.0 5324.1 5316.3

Fe Kα 490.931 6399.5 6405.7 6401.1
Fe Kβ 540.569 7058.0 7058.4 7055.7
Zn Kα [660.381] 8631.1 8634.0 8635.4

? 688.133 8998.9 9001.3
Zn Kβ [732.641] 9572.0 9584.2 9588.0

? 740.924 9693.2 9697.1
Fe-57 γ escape 967.691 12681.9 12675.2 12685.0

Fe-57 γ 1099.713 14421.9 14411.4 14423.4
Zr Kα 1198.711 15746.3 15713.2 15726.3
Ag Kα 1683.961 22103.1 22094.5 22103.2
Sn Kα 1919.218 25192.6 25188.2 25187.9
Sb Kα 2002.277 26272.0 26280.5 26275.8

Appendix B.5. Unidentified peaks at 9.00 and 9.69 keV

There are two weak lines present in the May 20 spectra with energies of 8998.9 and 9693.2 eV based on the linear
calibration which have been frustrating to identify. We had initially (prior to the research leading to an accurate
calibration) thought that they were Zn Kα and Kβ lines; however, in the August spectra we can see the 8998.9 eV
line offset from the Zn Kα and Kβ . Certainly there are X-ray transitions known near 9.00 keV; in the NIST data base
there are Cu KM and KN lines between 8.977 and 8.980 keV, and Hg and Hf LM lines between 9.019 and 9.023 keV,
none of which are attractive candidates. Around 9.69 keV there are also lines known; there is a W LM line near 9.673
keV, Tl and Au LM lines listed between 9.701 and 9.713 keV, and Ta and W LN lines predicted between 9.708 and
9.717 keV, none of which are compelling candidates. In all cases one would expect to see other lines with appropriate
relative intensities; however, and these other lines are not present in the spectra. We took data with a Ta foil irradiated
by Co-57, and the emission pattern looks nothing like the unidentified spectral features.

We considered the possibility that the unidentified lines might be summation peaks according to

E[Fe Kα +Cl Kα] = E[Fe Kα] + E[Cl Kα] = 6399.47 + 2621.87 = 9021.33 eV, (B.9)

E[Fe Kβ +Cl Kα] = E[Fe Kβ] + E[Cl Kα] = 7057.98+ 2621.87 = 9679.85 eV. (B.10)

Since the HCl volatilizes during the evaporation of the 57CoCl2 in 0.1 M HCl solution on the surface of the steel, we
would not expect much chlorine to be present on the surface in amounts more than twice the Co-57. In spectroscopy
measurements we do not see a clear Cl Kα line in the Amptek X-123 spectrum, due in part to the high background in
the low energy channels, and in part to the weakness of the signal.
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Figure 30. Weak lines in the smoothed time-integrated spectrum for all data from the May 20 experiment including identifications.

We carried out an experiment with graphite sheets to block the low energy lines while passing the Fe Kα in order
to clarify the issue. The result was that the 9.00 keV line was not eliminated, which rules out the possibility of the
unidentified lines being summation peaks.

One speculative possibility for the 9.00 keV line identification is that it might be an escape peak associated with
the 14.4 keV gamma due to a low-level impurity in the Si. We can compute for a Cr impurity

E[57Fe 14.4219 keV]− E[Cr Kα] = 9.007 keV. (B.11)

This is in good agreement with the observed linear near 9.00 keV.

Appendix B.6. Time-history of the 9.00 keV line

The time history of the 9.00 keV line is non-exponential (see Fig. 31), but shows only a modest version of the early
time enhancement (a roughly 2% increase, where we might have expected to see a roughly 20%). This is explainable if
only the weak line itself is showing a strong non-exponential decay, with the background decaying much more slowly
consistent with the 271.74 day half life. To clarify this it would be useful to separate out the time dependence of the
local background from the line itself, which is problematic since the line is weak which leads to statistical issues.
Perhaps the most straightforward way to see the relative contributions in this case is to look at the contour plot of
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Figure 31. Time history of the of the unidentified 9.00 keV peak (blue circles); empirical model (red); exponential decay with 271.74 days half-
life consistent with empirical model (black); the ±1σ error bars determined by the square root of the average number of counts (light green solid
region). The bottom time axis is in seconds; the alternating yellow and white background show the duration of each day between 5/20 and 5/31.

counts per 6 h as a function of time and energy (shown in Fig. 32). We see that the background away from the line is
reasonably constant in time, while the line itself shows a noticeable decrease over the duration of the experiment.

Appendix C. Possibility of a Delocalization Effect

Although the May 20 experiment shows an unexpected non-exponential decay effect, the experiment itself does not
provide direct information as to how such an effect is produced. In Appendix A, we reviewed briefly some of the
effects that we might have predicted to see, but in retrospect our focus has to be on such excitation transfer effects
which require the least amount of new physics to give effects in an experiment. As a weak effect, excitation transfer
would be expected to be dominated by a resonant version of the effect (in which no net energy is exchanged with
phonons), which would produce phase coherence. Phase coherence is potentially observable via dynamic angular
anisotropy, which in the May 20 experiment is most likely the reason that we see non-exponential time histories in the
Geiger counter (which responds most strongly to the 122 and 136 keV gammas), and perhaps in the scintillator/PMT
detector as well.

If the indirect coupling matrix element associated with excitation transfer is strong, then we would expect many
excitation transfers to be possible before dephasing occurs, and also that non-resonant excitation transfer events would
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Figure 32. Time history (counts per 6 h) of the spectrum of the unidentified 9.00 keV peak; the time axis (bottom) is in seconds; the energy is on
the left.

dominate. Due to this latter effect we would not expect phase coherence, which would suggest a lack of angular
anisotropy associated with the 14.4 keV gamma. Since the Fe Kα X-ray results from incoherent decay processes,
we would not expect to see angular anisotropy effects associated with the strong X-ray transitions. These various
theoretical statements appear to be consistent generally with results from the May 20 experiment, and also from
subsequent experiments. One might have argued that the non-exponential decay effect in the 14.4 keV gamma was
due to angular anisotropy, but in such a scenario the explanation of a very similar non-exponential decay effect in the
Fe Kα and Kβ X-rays becomes problematic.

The notion of multiple excitation transfers occurring prior to the decay of the 14.4 keV excited state is conceptually
straightforward. In an abstract sense we understand that multiple excitation transfers will produce a larger delocaliza-
tion of excitation in the strong coupling regime compared to the weak coupling regime. We then run into issues
associated with the suggestion that enough excitation transfers can occur within the 98.3 ns half-life of the 14.4 keV
state to produce delocalization at the hundred micron to millimeter scale, which is what would be required to account
for non-exponential time histories observed by the X-123 detector with the coarse aluminum mesh. For example, if
excitation transfer were mediated by THz phonon exchange, then we would expect the separation between nuclei for
a single excitation transfer to be restricted to on the order of 100 Å. Unless this fast excitation transfer effect were
directional, it is hard to imagine that enough isotropic excitation transfer events could move an excitation more than
100 µm across the plate surface.
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There are other issues as well. We had evaporated the Co-57 onto a steel plate, in part because the steel has Fe-57
as a constituent at the level of 2.11%. If excitation transfer can delocalize excitation more than 100 µm, then we might
expect the excitation to go into the steel, where the emitted low energy radiation would be absorbed. On the face of
it, excitation transfer consistent with this picture can lead to a non-exponential effect in which the emission registered
above the plate surface is reduced instead of increased.

At this point we take advantage of many subsequent months of thought and contributions from colleagues in order
to devise a relevant picture.

The evaporation of a sessile droplet on a flat surface has recently become a topic of interest, as reviewed in Ref.
[66]. We are familiar with rings left following the evaporation of coffee, which itself has been studied in some detail
(see e.g. [67]. One would expect a similar model to apply for a non-colloidal liquid. Salt crystal formation on various
flat insulators was studied in Ref. [68], while the evaporation of various salts on a metal surface was studied in Ref.
[69]. We have so far not found studies of the evaporation of CoCl2 in aqueous HCl on steel, but we would expect (and
by now have observed) a ring resulting from our evaporation. The ring formed during the evaporation of the solution
is a bit larger than 1 cm in diameter, with a width of roughly 0.5 mm.

The amount of radioactive chloride that corresponds to the initial activity is small, and by itself would not constitute
enough material to be observable as a ring (as observed by Malcolm Fowler/Los Alamos). Consequently, we know
that there must be something else in the residue, and the only question is what. An elemental or isotopic analysis of
the solution would have been appropriate to settle this, but we were not able to arrange for such an analysis due to the
radioactivity, and the remainder of the solution had already been used for a second evaporation before we understood
that this was important. From e-mail exchanges with Eckert & Ziegler we understand that probably there is little other
than Co-57 present in the stock which they buy from their suppliers. If the stock was made a long time ago, then it is
possible that Fe-57 will have accumulated. Since according to Eckert & Ziegler such stock can be several years old, in
the picture we are working with at present it is presumed that most of the residue is daughter Fe-57 from earlier Co-57
decays.

If so, then the residue itself will be preferred for receiving excitation transfer (in comparison to the Fe-57 in the steel
plate) due to the ready availability of ground state Fe-57, and we might expect excitation transfer to result in excitation
moved from one part of the residue to another. We know that the residue is strongly inhomogeneous (because we can
see the ring), and we might expect that excitation would go preferentially to where there is more Fe-57.

Suppose now that the coarse aluminum mesh between the plate and the Amptek X-123 detector blocks emission
from where the excitation is originally coming from, and passes emission from where the excitation is transferred to.
In this picture we might expect a non-exponential enhancement of registered emission. The enhancement can lead to
a non-exponential decay effect, as observed, assuming that more phonons are present early on due to relaxation (of
moving dislocations, or viscoelasticity in the epoxy, or rearrangement at interfaces – see section below for details). If
so, then we might equally well have seen a non-exponential increase (as has been observed in later experiments) if the
mesh were to pass emission from where excitation comes from. It would also have been possible to see a small effect
(as has been observed), if on average emission is passed equally from regions where excitation originates from and
where excitation ends up. This general picture is consistent as far as we know from much later experiments focusing
in localized regions within the substrate.

What is left then is to think about the spatial scale and implications. To account for the magnitude of the non-
exponential component, excitation transfer on a spatial scale of a few hundred microns to the millimeter scale is
needed. How this happens is not understood at present. There are some candidate hypotheses available. One is
that the excitation transfer is sufficiently fast that many small 100 Å steps produce effects at the larger scale. Another
hypothesis is that the excitation transfer is directional, perhaps as a result of non-resonant phonon exchange, or perhaps
as a consequence of the inhomogeneity of the Fe-57. Another possibility is that in the strong coupling limit highly
off-resonant states are occupied which have no decay channels open, resulting in a reduction in the overall decay rate.
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Appendix C.1. Al mesh

The mesh is thick (absorbing) for the 14 keV gamma (97%) and Fe Kα and Kβ X-rays (100%), so that transmission
only occurs through the holes. The sensitive part of the Si PIN detector is a square 6 mm2 in area. We assume for this
discussion that the 6 mm2 area of the detector is located 10 cm below the source. In between the source and detector
is the mesh. We know the size of the holes in the mesh (0.47625 cm diameter), and the average transmission (51%).

Suppose we define r to be the radius of the hole, and b to be the distance between the center of a hole and the nearest
neighbor. In this case, the average transmission t is the ratio of the area of the holes in one triangle with neighboring
hole centers as vertices divided by the area of the triangle

t =
πr2/2√
3b2/4

. (C.1)

From this we can write the distance between the holes to be

b =

√
2πr2√

3t
= 0.635 cm. (C.2)

Appendix C.2. Detector alignment

The Amptek X-123 detector area (6 mm2) is small compared to the hole area (17.8 mm2), so that whether the X-ray
and gamma ray signals make it through the mesh is dependent on whether there is a hole above the detector or not. In
the May 20 experiment there was no attempt at optimization of the signal relative to the local mesh position, so that
the position of the detector relative to the hole is unknown. This was an uncontrolled random variable in the early
experiments.

Appendix C.3. Count rate and mesh transmission

We can make a rough estimate for the mesh transmission from the observed count rate of the Fe-57 14.4 keV gamma.
The expected count rate R can be estimated in terms of the source strength S according to

R = ∆Ω× Tmesh × η × S

=

(
6 mm2

4πd2

)
× Tmesh × η ×

(
0.091× 200 µCi× 3.7× 1010 Bq

)

=
(
4.77× 10−5

)
× Tmesh × η ×

(
6.73× 105

)
counts

s
, (C.3)

where∆Ω is the acceptance angle, where Tmesh is the (unknown) transmission of the mesh, and where η is the efficiency
of the detector. According to [45] there are 9.1 14.4 keV gammas produced per 100 Co-57 disintegrations. From the
Amptek website the intrinsic efficiency (Be window and Si absorption) of the detector is about

η = 0.725. (C.4)

The expected count rate is then
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R = 23.3 Tmesh
counts

s
. (C.5)

The observed count rate in the May 20 experiment for the 14.4 keV gammas is about

R = 4.15× 105
counts

6 h
= 19.2

counts

s
. (C.6)

These estimates are consistent with a mesh transmission of

Tmesh = 0.82 (C.7)

with substantial uncertainties at this point in the Co-57 activity, and in the distance d between source and detector. The
relatively good agreement between source strength and count rate in this estimate is encouraging; however, it is not
possible to develop an accurate estimate for the mesh transmission in this case.

A similar computation for the Fe Kα is not so consistent. The source efficiency is more than 5 times higher, so
one might expect to see a much higher count rate. Amptek does not report an absolute efficiency for the X-123 Si PIN
detector, but lists an intrinsic efficiency near 95%. Including photoabsorption in air helps to a minor degree to explain
why we do not see a 4–5× higher count rate. It is likely that the X-123 has a low absolute efficiency near 6.4 keV. This
conclusion is supported by the study of Ref. [70].

Appendix C.4. Discussion

The relative position of the source, mesh and detector are critical parameters which were uncontrolled in the May 20
experiment due to the exploratory nature of this experiment, and which have a big impact on reproducibility. We were
not aware of this in the early runs, and as a result there was much variation in the magnitude and sign of the non-
exponential decay effect. A consequence of this is that this kind of experiment would be expected to be very sensitive
to the relative positions, and changes during the experiment would produce artifacts similar to the effects reported.

The large magnitude of the non-exponential component of the signal in the May 20 experiment indicates delocal-
ization occurring on a spatial scale no less than hundreds of microns, and perhaps more than 1 mm, given the picture
outlined above. If so, this would be stunning, and would be an effect well worth studying in detail much further.

Experiments in which Fe-57 (free of Co-57) is placed near the residue are of interest, as we will want to see
excitation going into the Fe-57 from regions containing the Co-57 to have confidence that we are seeing this kind of
excitation transfer.

Appendix D. Possibility of THz Phonon Generation from Creep

Given the experimental results described above, it is not yet possible to draw any firm conclusions about what is going
on in detail in the sample from the data presented. On the other hand, if the enhanced early time emission is real, then
it needs an explanation, and we are going to need hypotheses that can be addressed in future experiments and in future
theoretical work.

The experiment was set up and run in order to see whether we could induce delocalization of the Fe-57 14.4 keV
excited state through phonon exchange by vibrating the steel plate strongly at 2.21 MHz. This did not seem to work as
discussed above. The rate for excitation transfer in a molecule in the absence of loss scales as the phonon frequency
squared [23], which draws attention to the low 2.21 MHz phonon frequency as an issue, and also focuses attention
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on the possibility that THz phonons might be present in the experiment. If so, then we are interested in mechanisms
present in the experiment which might generate THz phonons.

Since the early time enhancement was present when we began taking data, our attention is focused on what hap-
pened to the sample prior to the experiment. Before the May 20 experiment, the steel plate had been resting on a rack
with no wood blocks attached, but with piezoelectric transducer and ultrasonic coupling gel on top, and with earlier
sets of transducer pulses applied. In preparation for the experiment the sample was picked up, then one corner was
placed between two pieces of wood and bolts tightened, at the equivalent force of about 2000 lbs. This was followed
by a similar procedure for the other two pieces of wood. Then the steel plate with wood blocks was placed on the rack
as in the photograph (Fig. 3), and data was collected.

Appendix D.1. Ultrasound absorption issues

The stress in the steel is greatest near the wood clamps, with compressional stress between, and shear stress near the
edge outside of the steel-wood interface. Phonons generated near the clamps could propagate to the vicinity of the
Co-57 substrate only at “low” frequency, since ultrasonic attenuation in steel leads to an absorption length on the order
of 1 cm near 10 MHz [71–73]. There is little reason to believe that this will make a difference given that driving the
steel plate with over 100 watts near 2.21 MHz does not produce an observable response that can be correlated with the
period when the plate is driven.

THz phonons are strongly absorbed in all solids, and we would expect an absorption length on the order of 10 nm
or less. This focuses our attention on dislocations, which have a long lifetime, which are present in rolled steel, and
which scatter and generate THz phonons locally when they move. THz phonons scattered or radiated then by moving
dislocations very close to the nuclear excitation have the potential to produce excitation transfer.

Appendix D.2. Creep and dislocation movement

The early time enhancement of the gamma and X-ray emission seen in the experiment appears to decay away with a
relaxation time of about two and a half days. This relaxation time is not connected to the nuclear levels of Fe-57 in an
obvious way; however, it may be consistent with creep, since there is the possibility of plastic deformation in the steel
[74–77] and wood [78–80]. The plastic deformation associated with creep occurs through the flow of dislocations.

Dislocations experience a force in the presence of stress [81], and plastic deformation in iron is dominated by screw
dislocations [82]. The dislocation velocity v(T ) increases with temperature [83], in one model according to [84,85]

v(T ) = νD
b

lc

L

lc
a exp

{
∆G(σ)

kBT

}
, (D.1)

where νD is the Debye frequency, b the distance between two rows of atoms in a slip plane, lc the critical length for
kink nucleation, L the length of the linear dislocation, where a is the slip distance for a single activation, and where
∆G is the free energy of activation which is a function of stress σ (edge and screw dislocations experience a force
under shear stress).

The rate of plastic deformation is given by what is often referred to as Orowan’s equation [86–88]

∂

∂t
ϵ = αbρv, (D.2)

where ϵ is the strain, b the Burgers vector, ρ the density of dislocations, v the average dislocation velocity, and α is a
geometrical factor. It would follow from these arguments that we would might expect the temperature dependence of
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creep to obey an Arrhenius law. Consistent with this, Cuddy reported that the observed rate of creep in steel could be
fit by a model of the form [75]

∂

∂t
ϵ = Aσn

A exp

{
− Q

RT

}
, (D.3)

where Q is an activation energy, σA the applied stress, n a fitting parameter (5.8 for the measurements fitted), and A is
a proportionality constant. If THz phonons from plastic deformation are responsible for the effects observed, then we
might expect a version of the experiment run with steel at elevated temperature to show a faster decay.

In future experiments we would like to see whether the anomaly is sensitive exclusively to shear stress, or whether
tensile or compressional stresses also can produce anomalies. Such tests would be useful for shedding light on how
best to design new experiments, as well as being helpful for theory. Late in the writing of this paper an early paper
came to our attention describing the observation of gamma radiation emitted as a result of various materials subjected
to very high levels of shear stress [89].

Appendix D.3. Time-dependence and creep

The empirical fitting model that we made use for the intensity of the gamma and X-ray emission is consistent with

I(t) = I0 e−t/τ exp
{
b e−t/τ0

}
→ I0 e−t/τ

[
1 + b e−t/τ0

]
(D.4)

for small fitting parameter b (the exponential empirical model was used since it produced a lower error). The expo-
nential decay of the anomaly be−t/τ0 is consistent generally with the exponential decay associated with solutions for
simple viscoelastic models for initial value problems [90,91], under the assumption that the non-exponential part of
the emission is proportional to the (creep) strain rate.

Appendix D.4. Phonon emission by moving dislocations

At high velocity dislocations radiate THz phonons efficiently [92], which perhaps might provide the beginning of a
connection with up-conversion models discussed in the Introduction. However, the level of stress present in the May
20 experiment is insufficient to produce dislocation velocities sufficiently fast as to get to the stress regime where high
rates of phonon emission occur. At lower dislocation velocity part of the friction is due to interaction with phonons,
so that while THz phonon emission is inefficient, there is substantial coupling to and scattering with high-frequency
phonon modes [93–95].

Appendix D.5. Creep in steel, and in other materials

Once our focus turned to creep in the experiment, we immediately presumed that creep in the steel in the vicinity of
the Co-57 was most important. However, we might expect creep to be present in the wood clamps, epoxy, or ultrasonic
coupling gel, where creep can be induced much more readily. THz phonons generated in the epoxy in general are more
distant (and less likely to be important), except for the surface layer in contact with the Co-57 residue and steel. Creep
in the wood or gel is sufficiently distant that one might expect it to impact the region of the Co-57 only indirectly.

Friction effects generally between the steel, residue and epoxy are likely important in generating very high fre-
quency vibrations that could produce the effects observed.
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Appendix E. Possibilities for Future Experimentation

The non-exponential decay observed at early time in the Fe-57 14.4 keV line, and in the Fe Kα and Kβ X-rays, if real
and if connected with phonon–nuclear coupling, potentially opens the door to a wide range of new experiments. In
this appendix we consider some possibilities.

Appendix E.1. Studying excitation transfer

If we are able to delocalize nuclear excitation perhaps at the millimeter scale through excitation transfer with only
modest levels of THz phonons from creep, then perhaps delocalization over larger distances is possible with more THz
phonons. This could be studied with an energy dispersive X-ray camera.

Over what range can excitation transfer work? For example, suppose we put in a barrier layer of iron that is
depleted in Fe-57, could we reduce excitation transfer through it, or stop it completely? The same approach could be
used with a barrier layer made of a different material.

Would we get a much stronger version of the effect if we worked with a sample made of Fe-57?
Can the effect be seen using other low energy transitions? One candidate is the 6.237 keV E1 transition in Ta-181,

which is longer lived, which should be helpful for the development of coherent effects. Another is the 1.565 keV
M1+E2 transition in Hg-201, which has the advantage of a lower energy nuclear transition.

We would expect larger Dicke factors to be associated with excitation transfer in the event that most of the partici-
pating nuclei are initialized in the same ground state. This suggests that we might want to work with a strong magnetic
field and low temperature, or perhaps a magnetized sample at low temperature.

Excitation transfer can be resonant, or non-resonant, which would make a difference in terms of angular anisotropy
or beam formation in a material with aligned crystal planes. Is it possible to control the THz phonons in such a way as
to maximize resonant excitation transfer and hence maximize the anisotropy?

Appendix E.2. Possibility of observing subdivision

Excitation transfer requires the least amount of phonon exchange of the relevant mechanisms reviewed in Section 2,
which is why we have focused on excitation transfer mechanisms in connection with the May 20 experiment. Sub-
division in the models requires coherent energy exchange, which makes it more challenging than excitation transfer,
but the amount of energy exchange is less than for up-conversion. The demonstration of a subdivision effect would be
extremely important, in that it would show that coherent energy exchange is possible.

Finding good resonances can minimize the energy mismatch and is a key issue for subdivision. A list of candidates
relevant to experiments involving a Co-57 source is given in Table 3.

Table 3. Candidates for subdivision driven by a Co-57 source

Initial Energy Final Energy ∆N Mismatch
isotope (keV) isotope (keV) (keV)
Fe-57 136.4743 Sc-45 12.40 11 0.07
Fe-57 136.4743 Ta-181 136.262 1 0.212
Fe-57 14.4129 Hg-201 1.565 9 0.328
Fe-57 136.4743 Hg-201 1.565 87 0.340
Fe-57 136.4743 Os-186 137.159 1 –0.685
Fe-57 136.4743 Ta-181 6.237 22 –0.74

The lowest mismatch among the candidates is for
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57Fe(136.47) + 11 45Sc(0) ↔ 57Fe(0) + 11 45Sc(12.40) + 0.07 keV.

An experiment to demonstrate subdivision might involve the evaporation of radioactive Co-57 solution onto a steel
plate, while at the same time evaporating scandium chloride in solution.

Non-resonant excitation transfer from the 136.47 keV state of Fe-57 might be possible to the 136.262 keV of
Ta-181 according to

57Fe(136.47) + 181Ta(0) ↔ 57Fe(0) + 181Hg(136.262) + 0.212 keV.

The energy mismatch is 212 eV, which is one of the lower mismatches among the candidates in Table 3. There is also
a subdivision possible from the 136.47 keV state of Fe-57 to the 6.237 keV state of Ta-181

57Fe(136.47) + 22 181Ta(0) ↔ 57Fe(0) + 22 181Hg(6.237) - 0.74 keV.

These two could be distinguished since non-resonant excitation transfer would result in Ta Kα X-ray emission; but no
Ta Kα emission would be associated with subdivision – instead we would expect to see M-shell emission lines.

Another interesting possibility is to attempt the subdivision of the Fe 14.4 keV state to produce excitation of the
1565 eV state in 201Hg according to

57Fe(14.41) + 9 201Hg(0) ↔ 57Fe(0) + 9 201Hg(1.565) + 0.33 keV.

The energy mismatch is about 330 eV, which is again one of the lower mismatches in the table.
We had entertained the possibility that subdivision might account for the enhanced emission at early time in the

May 20 experiment. Subdivision of the 136.5 keV state to the 14.4 keV state would be described by

57Fe(136.47) + 9 57Fe(0) ↔ 57Fe(0) + 9 57Fe(14.421) + 6.76 keV.

The relatively large energy mismatch, combined with the short (8.7 ns) half-life of the 136.5 keV state, suggests that
this process would not be favored in the May 20 experiment. If this process were dominant, we would have seen a
reduction in the Sn-Kα proxy for the harder 122 keV and 136 keV along with increased 14.4 keV and Fe Kα emission.
Due to the relative absence of a decrease in the Sn Kα signal at early time in the data we consider this subdivision
mechanism as unlikely to account for the observations reported in this paper.

Appendix E.3. Issues associated with up-conversion experiments

Our interest in up-conversion and down-conversion come from our interpretation of several anomalies in Condensed
Matter Nuclear Science. The excess heat effect in the Fleischmann–Pons experiment would not be anomalous if there
were a down-conversion mechanism established consistent with the models we have developed. Collimated X-ray
emission in the Karabut experiment would not be anomalous if there were an up-conversion mechanism accepted. As
mentioned above, up-conversion and down-conversion are described by the same basic models, so a demonstration
of up-conversion implies down-conversion can occur, and vice versa. We are interested in whether the predicted
up-conversion and down-conversion mechanisms can be demonstrated experimentally. Note that the experimental
demonstration of a subdivision effect would strongly support the notion that up-conversion and down-conversion can
work.

One candidate hypothesis for the early time enhancement in the May 20 experiment is up-conversion, which we
have considered seriously in connection with the May 20 experiment. According to theory up-conversion would occur
as a result of a great many non-resonant excitation transfer events before the transition decoheres. If so, then we
would like to see unambiguous evidence for excitation transfer first, which is why our interest focuses on candidate
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hypotheses involving excitation transfer first. Arguing against an up-conversion mechanism is that similar experiments
carried out with no Co-57 do not show reproducible emission in the scintillator/PMT detector.

For future up-conversion experiments we consider working with a low-energy transition (such as the 1.565 keV
transition in Hg-201 or the 6.237 keV transition in Ta-181) [4], and then follow the model which points to the impor-
tance of: the number of identical nuclei involved in the ground state; maximization of the number of optical phonons
in a mode that is spatially uniform; maximization of the half-life of the upper and lower states; ensuring that loss is
present (which is thought to be dealt with in the low-Q resonator modes of optical phonons). These same issues should
be relevant for similar reasons for subdivision and for excitation transfer.
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Abstract

Excitation transfer has long been of interest in biophysics, where electronic excitation is transferred from one location to another
mediated by photon exchange. We are interested in the transfer of nuclear excitation mediated by phonon exchange, which according
to our theoretical approach lies at the foundation of many anomalies in Condensed Matter Nuclear Science. The transfer of excitation
from one site to another involves coupling to off-resonant intermediate states with either no excitation or double excitation; as
such it is a quantum mechanical effect with no classical counterpart. The indirect coupling interaction can be determined from
second-order perturbation theory for an electric dipole (E1) interaction, and the resulting interaction is weak due to destructive
interference. We present results for resonant phonon-mediated excitation transfer based on the relativistic phonon-nuclear boost
interaction identified recently. The analysis is extended to the more complicated case of magnetic dipole (M1) interactions, where
fourth-order perturbation theory is needed for the interaction. We find severe destructive interference effects very much weaken
the indirect interaction in both cases. Some improvement is possible due to loss; however, the improvement seems insufficient
to account for the effects seen in excitation transfer experiments in our lab. To address this issue, we propose here that shifts
in the off-resonant basis state energies could lead to much larger indirect interactions. The evaluation of shifts in the basis state
energies is a major project, which requires the specification of the nucleon-nucleon interaction off of resonance, and the evaluation
of off-resonant binding energies; these are projects to be addressed in the future. The transverse Breit interaction is given off of
resonance. The resulting indirect interaction for excitation transfer is consistent with a delocalized transfer effect, and also with
cooperative (Dicke) enhancements; we expect shifts in the basis state energies to lead to new models for up-conversion and down-
conversion as well. Possible connections between the model and recent experimental results from excitation transfer experiments
involving a 57Co source on steel are discussed. We also consider incoherent excitation transfer, where the large excitation associated
with the D2/4He transition is transferred to highly excited unstable states in the nuclei of the host lattice. While the mechanism
was proposed many years ago to account for low-level emission of energetic alphas, there has subsequently been no clarification
of mechanism associated with these experiments, which provides motivation for us to consider the possibility of confirming or
rejecting the mechanism through a systematic study where the ejected particle energy is determined as a function of the nuclear
mass of host lattice nuclei. The argument is extended to excitation transfer from the HD/3He transition, where few MeV alpha
emission may be a candidate explanation for the observations of Storms and Scanlan, and where proton emission from 6Li may be
a candidate explanation for the 0.79 MeV proton signal reported by Lipinski and Lipinski.
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1. Introduction

Motivation for an interest in the problem stems from the search for an explanation for the mechanism involved in
excess heat production in the Fleischmann–Pons experiment [1,2]. Since the energy produced does not come out as
energetic nuclear radiation, there must be other channels involved, and from early on we have focused on the possible
coupling of the nuclear energy directly into vibrations. For this to work there are a host of issues to face, including
the specification of an appropriate phonon-nuclear interaction, the identification of a down-conversion mechanism
through which the large nuclear quanta can be converted to the low-energy vibrational quanta, and eventually some
experimental verification that the models correspond to reality [3]. Relatively recently we have identified a (some-
what obscure) relativistic interaction (the boost correction to the nuclear potential) as a candidate to provide for an
appropriate phonon-nuclear interaction [4]. This mechanism allows for the exchange of vibrational quanta from the
“macroscopic” lattice with nucleons of the “microscopic” internal nuclear system.

Up-conversion and down-conversion can be analyzed in simple models in which two-level systems are coupled to
a common oscillator. Unfortunately, destructive interference hinders the rate at which down-conversion occurs in these
models, so in order to achieve a fast down-conversion rate one needs to find a way to reduce the destructive interfer-
ence. We noticed that loss processes which are antisymmetric off of resonance (different for off-resonant basis states
with higher energy than for off-resonant bases states with lower energy) can remove the destructive interference, and
models for up-conversion and down-conversion were quantified under conditions where the destructive interference is
completely eliminated [5–9].

In these models the large energy quantum is down-converted through the sequential emission of phonons, one
phonon at a time, in a great many phonon exchange processes (where each one individually involves the raising or
lowering of the nuclear state) that need to be completed before coherence is lost. According to the models there
are cooperative effects (Dicke enhancement) which can help if the coupling between the nuclei and a highly excited
phonon mode is the same for each nucleus. Looked at two interactions at a time, this phonon exchange and nuclear
raising and lowering together make up an excitation transfer step.

In recent years we have worked toward the development of new experiments that focus on providing tests of some
of the theoretical statements and models in detail. Initially we worked with up-conversion experiments, but had little
luck. Last year we moved to experiments focusing on excitation transfer, and observed anomalous effects [10], which
have subsequently become the focus of our experimental studies. There has emerged over the last few years a new
appreciation of the importance of the excitation transfer mechanism itself; as an important theoretical mechanism in
its own right; as a mechanism amenable to experimental study; and with a real prospect of connecting experiment with
theory. This year we have continued the experiments, but in addition have continued the theoretical studies hoping to
construct models that we might compare in detail with current or with future experiments. This discussion then places
excitation transfer studies into context, and provides the motivation for our focus on the problem.

In what follows our first task is to develop an introductory discussion to help bring readers from other areas up to
speed with some of the basic issues associated with excitation transfer. Next we present the results of calculations of the
indirect interaction associated with phonon-mediated nuclear excitation transfer first for the simplest case of electric
dipole (E1) nuclear transitions, and then for the much more complicated case of magnetic dipole (M1) transitions.
We have known for years that destructive interference results in a very weak indirect interaction in the E1 case, but
it was not clear what the situation would be for M1 transitions. In contrast to our presentation at ICCF21, here we
find that destructive interference severely impacts the indirect interaction for the M1 case as well. We have discussed
many times the possibility that loss can reduce the destructive interference associated with up-conversion and down-
conversion; here the approach is extended to nuclear excitation transfer, with the result that a modest improvement
is obtained. This motivates us to seek other mechanisms which might reduce the destructive interference, and in this
work we discuss a new mechanism that involves off-resonant shifts in the basis state energies.



P.L. Hagelstein / Journal of Condensed Matter Nuclear Science 27 (2018) 97–142 99

Following these discussions, we turn to possible interpretations of effects seen in our excitation transfer experi-
ments in terms of the excitation transfer models.

In the latter part of the paper we consider incoherent excitation transfer mechanisms associated with the transfer
of large excitation from the D2/4He transition and HD/3He transition to highly-excited unstable states which decay
through disintegration.

Appendix A provides an enumeration of lengthy terms for one of the M1 indirect interactions. In Appendix B
we provide details associated with a dynamical model for two driven nuclei in proximity coupled through resonant
excitation transfer. And in Appendix C a brief discussion of internal conversion in connection with excitation transfer
is given in response to a reviewer’s comments.

2. Excitation Transfer

Excitation transfer of electronic excitation as a physical process was considered in the 1930s in connection with
photosynthesis. A theory for photon-mediated resonant excitation transfer was given by Förster in 1948 [11], focusing
on the lowest-order Coulomb dipole–dipole interaction [12]. In an idealized excitation transfer event, excitation at one
site is transferred to another site. In the initial state the excitation can be thought of as being at site 1 with no excitation
at site 2; and in the final state the excitation is at site 2 with no excitation remaining at site 1. We might write for an
incoherent resonant excitation transfer event

A∗
1A2 → A1A

∗
2, (1)

where A is an excited atom or molecule. A non-resonant excitation transfer event is also possible, in which the
excitation in the initial state is at a higher energy than the excitation in the final state, with the energy difference
transferred to some other degree of freedom. Non-resonant excitation transfer involving phonon emission could be
written as

A∗
1B2 → A1B

∗
2 + !ωp (2)

in which the atoms or molecules at the different sites are A and B, and where the phonon energy is !ωp.

2.1. Intermediate states

In the brief discussion above we have taken advantage of a feature of the formalism specific to electromagnetism in
the Coulomb gauge, where the Coulomb interaction is modeled as a simple potential, and there is no discussion of the
emission or absorption of a virtual photon. However, were we to make use of a different gauge (specifically one in
which the Coulomb potential is not used) then our discussion would be more complicated. In this more complicated
version of the discussion, a photon would be emitted at one site coupled to a raising or lowering of the atomic or
molecular state, and that same photon would be absorbed at the other site coupled to the raising or lowering of the
molecular state. In this case Eq. (1) would be replaced by

!!✒

❅❅❘

❅❅❘

!!✒
A∗

1A2

A1A2 + hν

A∗
1A

∗
2 + hν

A1A∗
2,

(3)
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where we have used hν for the exchanged photon. In this version of the excitation transfer process it becomes clear
that the exchange is mediated by photons, and that off-resonant intermediate states are present in which both atoms or
molecules are either excited or unexcited at the same time. In this resonant excitation transfer process, the system has
sufficient energy to allow one atom/molecule to be excited and one unexcited (the initial and final states work this way,
and they would be considered to be on resonance). One of the intermediate states has both atoms/molecules excited,
and also has a photon present. The system in this case does not have sufficient energy to be in this state, so we consider
it to be off-resonance. It is a virtual state. The system couples to it from both the initial state and final state, so in
an excitation transfer it will have finite occupation; but its oscillatory time dependence will be that of the initial state
(and/or final state) and not the time dependence it might have if the system had sufficient energy for both to be excited.
We emphasize that energy is conserved from the initial state transitioning to the final state in this resonant interaction;
however, energy is not conserved for the intermediate states – instead they are just off of resonance. The photon does
not take up the mismatch in excitation energy.

2.2. Excitation transfer mediated by phonon exchange

It is possible for atoms and molecules in condensed matter to undergo a change of state in connection with phonon
emission or absorption. In this case excitation transfer can be mediated by phonon exchange instead of photon ex-
change. For phonon-mediated resonant excitation transfer we might write

!!✒✁
✁✁✕

❅❅❘❆
❆❆❯

❆
❆❆❯❅❅❘

!!✒
✁
✁✁✕

A∗
1A2 + n!ωp

A1A2 + (n− 1)!ωp

A1A2 + (n+ 1)!ωp

A∗
1A

∗
2 + (n− 1)!ωp

A∗
1A

∗
2 + (n+ 1)!ωp

A1A∗
2 + n!ωp.

(4)

Things are a little different in this case since there is the possibility that we have phonons already present in the phonon
mode involved in the exchange. A phonon can be created or destroyed in connection with a raising or lowering, so
now there are four intermediate states involved (at lowest order).

2.3. Toy model for phonon-mediated excitation transfer

It is possible to develop a toy model for phonon-mediated excitation transfer based on the spin–boson model for which
the Hamiltonian is

Ĥ = ∆E
ŝz
! + !ω0â

†â+ V (â+ â†)
2ŝx
! , (5)

where the first term on the right-hand side accounts for the energy of the two-level system with transition energy ∆E,
where the second term accounts for the simple harmonic oscillator energy, and where the third term describes a linear
coupling between the two systems. In this model a phonon exchange (which can be a creation or annihilation) occurs
along with a raising or lowering of the two-level system.

We are interested in a solution of the time-independent Schrödinger equation

EΨ = ĤΨ (6)
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that is relevant to excitation transfer. For this we make use of a finite basis approximation in which we take a solution
of the form

Ψ = c1Φ1 + ·+ c6Φ6, (7)

where the individual basis states are taken to be

Φ1 = | ↑,↓, n⟩, Φ2 = | ↓,↓, n− 1⟩, Φ3 = | ↓,↓, n+ 1⟩,

Φ4 = | ↑,↑, n− 1⟩, Φ5 = | ↑,↑, n+ 1⟩, Φ6 = | ↓,↑, n⟩. (8)

The notation here works as follows: the first two-level system can be in the ground state (↓) or in the excited state (↑)
as determined by the first entry in the ket; the second two-level system can similarly be in the ground or excited state
as determined by the second entry in the ket; the third entry in the ket is the number of phonons in the oscillator.

The eigenvalue equation associated with the finite basis approximation can be written as

Ec1 = n!ω0c1 + V
√
nc2 + V

√
n+ 1c3 + V

√
nc4 + V

√
n+ 1c5,

Ec2 =

[
−∆E + (n− 1)!ω0

]
c2 + V

√
nc1 + V

√
nc6,

Ec3 =

[
−∆E + (n+ 1)!ω0

]
c3 + V

√
n+ 1c1 + V

√
n+ 1c6,

Ec4 =

[
∆E + (n− 1)!ω0

]
c4 + V

√
nc1 + V

√
nc6,

Ec5 =

[
∆E + (n+ 1)!ω0

]
c5 + V

√
n+ 1c1 + V

√
n+ 1c6,

Ec6 = n!ω0c6 + V
√
nc2 + V

√
n+ 1c3 + V

√
nc4 + V

√
n+ 1c5. (9)

It is possible to eliminate the expansion coefficients associated with the off-resonant basis states (c2, . . . , c5) alge-
braically resulting in

Ec1 = n!ω0c1 +

(
V 2n

E +∆E + !ω0
+

V 2(n+ 1)

E +∆E − !ω0
+

V 2n

E −∆E + !ω0
+

V 2(n+ 1)

E −∆E − !ω0

)
(c1 + c6),

Ec6 = n!ω0c6 +

(
V 2n

E +∆E + !ω0
+

V 2(n+ 1)

E +∆E − !ω0
+

V 2n

E −∆E + !ω0
+

V 2(n+ 1)

E −∆E − !ω0

)
(c1 + c6). (10)

This can be recast in the form of an equivalent two-level system according to

Ec1 =

[
n!ω0 + Σ11(E)

]
c1 + V16(E)c6,
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Ec6 =

[
n!ω0 + Σ66(E)

]
c6 + V61(E)c1, (11)

where the self-energies are

Σ11(E) = Σ66(E) =
V 2n

E +∆E − (n− 1)!ω0
+

V 2(n+ 1)

E +∆E − (n+ 1)!ω0

+
V 2n

E −∆E − (n− 1)!ω0
+

V 2(n+ 1)

E −∆E − (n+ 1)!ω0
(12)

and where the indirect coupling coefficients are

V16(E) = V61(E) =
V 2n

E +∆E − (n− 1)!ω0
+

V 2(n+ 1)

E +∆E − (n+ 1)!ω0

+
V 2n

E −∆E − (n− 1)!ω0
+

V 2(n+ 1)

E −∆E − (n+ 1)!ω0
. (13)

We see that in this equivalent two-level system model the basis state energies depend on the eigenvalue E, as do the
indirect coupling terms. If we assume that the coupling is weak, then the eigenvalue E would be close to the basis
state energy of Φ1 and Φ6 so that

E → n!ω0. (14)

In this case the indirect coupling matrix elements are

V16 = V61 → 2V 2!ω0

(∆E)2 − (!ω0)2
→ 2V 2!ω0

(∆E)2
. (15)

We see that destructive interference has led to cancellation effects so that the indirect coupling matrix element is much
smaller than the individual terms contributing to it (assuming that the oscillator energy !ω0 is much smaller than the
transition energy ∆E), and that there is no longer any dependence on the degree of excitation of the oscillator. A
version of this model is discussed briefly in Lu’s thesis [13].

3. Phonon-mediated Nuclear Excitation Transfer

It was recognized that phonon-nuclear interactions can be based on a (known) boost correction for the strong force
inside of a moving (and accelerating or oscillating) nucleus [4]. We are motivated in this section to exercise this theory
by applying it to excitation transfer. For simplicity in this section we focus on nuclear E1 transitions for which only
a single phonon exchange is coupled to a nuclear transition. Some discussion of this problem was given previously in
Ref. [14].

3.1. Nuclear and phonon Hamiltonian

To describe the internal nuclear states, the phonon modes, and the phonon-nuclear coupling in general we can make
use of the Hamiltonian [15,16]
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Ĥ =
∑

j

Mjc
2 +

∑

j

aj · cP̂j +
∑

k,σ

!ωk,σâ
†
k,σâk,σ. (16)

The first term on the RHS describes the internal nuclear energy in a finite basis approximation, where the mass matrix
Mj for the nucleus at lattice site j is a diagonal matrix with the individual nuclear state masses as entries. The mass
energy of a particular nuclear state |J,m⟩ is

(EJm)j = (MJm,Jmc2)j . (17)

The last term on the right-hand side describes the vibrational energy in a mode expansion, where !ωk,σ is the energy
of a phonon with momentum !k with polarization denoted by σ. The middle term on the right-hand side accounts for
the relativistic phonon-nuclear interaction, where the a matrix contains off-diagonal entries given by [4]

(
aJm,J′m′ · cP̂

)

j

=

〈
J,m

∣∣∣∣∣
1

M

∑

k

βkP̂j · π̂k +
1

2Mc

∑

k<l

[
(βkαk + βlαl) · P̂j , V̂kl

]∣∣∣∣∣ J
′,m′

〉
(18)

for a two-particle nuclear potential model, following the derivation and notation of Ref. [4]. M in this formula is the
nuclear mass, where the difference in mass between the two states is presumed small relative to the total mass. The
momentum operator P̂j for a monatomic lattice is

P̂j =
∑

k,σ

uk,σ

√
M!ωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠. (19)

The equilibrium position of the center of mass for a nucleus at site j is R(0)
j .

3.2. Reduced Hamiltonian

Since the phonon-nuclear interaction has E1 symmetry for the nuclear transition, only a single nuclear transition is
needed at each of the two sites in order to complete an excitation transfer. Consequently we only need to keep track of
these two nuclear states, which allows for a significant reduction of the Hamiltonian. Unfortunately we cannot make
use of the standard two-level system machinery, since each of the nuclear states will have a number of degenerate
levels which need to be accounted for. The resulting reduced Hamiltonian can be written as

Ĥ =
∑

k

!ωkâ
†
kâk +

∑

j

∑

m0

(|J0m0⟩M0c
2⟨J0m0|)j +

∑

j

∑

m1

(|J1m1⟩M1c
2⟨J1m1|)j

+
∑

j

∑

m0

∑

m1

(
|J0m0⟩⟨J0m0|aj |J1m1⟩⟨J1m1|+ |J1m1⟩⟨J1m1|aj |J0m0⟩⟨J0m0|

)

· c
∑

k,σ

uk,σ

√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠, (20)
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where we focus on the ground state |J0,m0⟩ and an excited state |J1,m1⟩.

3.3. Phonon-nuclear interaction as a perturbation

The reduced Hamiltonian in the previous section can be recast as

Ĥ = Ĥ0 + V̂ , (21)

where Ĥ0 describes the unperturbed system

Ĥ0 =
∑

k

!ωkâ
†
kâk +

∑

j

∑

m0

(|J0m0⟩M0c
2⟨J0m0|)j +

∑

j

∑

m1

(|J1m1⟩M1c
2⟨J1m1|)j (22)

and where V̂ describes the perturbation

V̂ =
∑

j

∑

m0

∑

m1

(
|J0m0⟩⟨J0m0|aj |J1m1⟩⟨J1m1|+ |J1m1⟩⟨J1m1|aj |J0m0⟩⟨J0m0|

)

· c
∑

k,σ

uk,σ

√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠. (23)

3.4. Formal second-order interaction

A nice feature of this formalism is that we are able to develop operators that describe the second-order as well as
higher-order interactions within the perturbation theory explicitly. At second-order we can write

V̂2 = V̂ (E − Ĥ0)
−1V̂ . (24)

Excitation transfer at second-order is described by this operator (along with other effects). We can think of the V̂ at
the right of the right-hand side when it operates on an initial state as either raising or lower the nuclear state at a site
while creating or destroying a phonon. The intermediate state that results is off of resonance, and the off-resonant
denominator keeps track of how far and in which direction off of resonance intermediate states are. The V̂ operator on
the left of the right-hand side then raises or lowers the nuclear state at possibly a different site, also while creating or
destroying a phonon.

3.5. Resonant second-order interaction

After a significant computation and taking into account that the Brillouin zone is symmetric it is possible to isolate the
resonant part of the second-order interaction relevant to excitation transfer; we can write

(
V̂ (E − Ĥ0)

−1V̂
)

resonant
→ Mc2

(∆E)2

∑

j<j′

∑

m0

∑

m1

∑

m′
0

∑

m′
1

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′
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⟨J0m0|aj |J1m1⟩ ·
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j )
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}
. (25)

We see in this expression a similar degree of cancellation as we found in the toy model considered above. Destructive
interference has led to the cancellation of all lowest-order terms, and there does not remain any dependence on the
number of phonons in the different phonon modes. Contributions from high-frequency phonon modes dominates this
interaction.

3.6. Discussion

There exist many stable isotopes with E1 transitions from the ground state, for which this kind of model might apply.
A list of the low energy transitions is presented in Table 1. For both the toy model and for the resonant second-order
interaction above one finds the transition energy in the denominator, which would suggest our focus should be on nuclei
with the lowest energy transitions from the ground state. In this case the 6.237 keV transition in 181Ta is favored.

We have evaluated the contribution to the â-matrix element for the 6.237 keV transition of 181Ta from the boosted
spin-orbit interaction, making use of a single proton model in a deformed potential model. The result we obtained that
the magnitude is on the order of 10−6 – a result which indicates that this contribution is weak.

One approach to testing for this kind of excitation transfer effect might be to look for angular anisotropy in the
gamma emission from excited state 181Ta(6237 keV) in crystalline Ta. A computation of the summation over the
different phonon modes indicates that we would expect a weak excitation transfer dominated by transfer to the nearest
neighbors. Making use of the indirect coupling formula given above and our estimate for the indirect matrix element,
we might expect it possible to see a deviation from the isotropic case on the order of 10−3 . Given the relative weakness
of emission of the 6.237 keV gamma, such an experiment would be expected to be technically challenging.

Table 1. Low-energy electric dipole (E1) transitions from the
ground state of stable nuclei, from the BNL Nudat2 database. The
internal conversion coefficient is α.

Isotope E(keV) T1/2 Multipolarity α
Ta-181 6.237 6.05 µsec E1 70.5
Dy-161 25.65135 29.1 ns E1 2.29
Gd-157 63.929 0.46 µsec E1 0.961
Dy-161 74.56668 3.14 ns E1 0.672
Gd-155 86.5479 6.50 ns E1 0.434
Eu-153 97.43100 0.198 ns E1 0.307
Dy-161 103.062 0.60 ns E1 0.285
Gd-155 105.3083 1.16 ns E1 0.256
F-19 109.9 0.591 ns E1
Dy-161 131.8 0.145 ns [E1] 0.1475
Eu-153 151.6245 0.36 ns E1 0.092



106 P.L. Hagelstein / Journal of Condensed Matter Nuclear Science 27 (2018) 97–142

14.4129 keV

136.4743 keV

Co-57

98.3 ns

8.7 ns

271.74 days

0 keV

Fe-57

stable

Figure 1. Simplified version of the nuclear decay scheme for Co-57; energy levels and half-life times are from the Nudat2 online data base of
Brookhaven National Lab.

4. Excitation Transfer for M1 and E2 Transitions

The development of an excitation transfer experiment in 181Ta based on the production of excited state nuclei from the
decay of a radioactive source is problematic due to difficulties acquiring radioactive 181W. Consequently in our lab we
have focused on experiments involving excited states of 57Fe that are populated from the decay of the more readily
available radioactive 57Co [10,13]. The primary decay path following electron capture associated with the beta decay
of the 57Co nucleus is shown in Fig. 1. Transitions from the ground state to the 14.4 keV state and 136.5 keV state
are M1+E2, with the magnetic dipole (M1) contribution dominant, and the electric quadrupole (E2) contribution much
weaker.

Since the phonon–nuclear interaction of the boost correction involves an E1 nuclear transition, in order to couple
between the ground state and lowest excited states in 57Fe we will need two phonon exchanges and intermediate states
that couple through individual single phonon E1 transitions. A model for excitation transfer in this case will be more
complicated since the lowest-order contribution will involve the exchange of four phonons.

This provides a new problem on which we might exercise the new phonon-nuclear theory. We are encouraged in
that we appear to be seeing changes in X-ray and gamma emission consistent with the presence of excitation transfer
in experiments. However, it is discouraging that the lowest-order interaction in the E1 version of the problem leads to
such a weak indirect interaction.

At ICCF21 we described some preliminary results suggesting that destructive interference was not as bad in the
M1 problem than in the E1 problem described in the previous section. The issue here is that since the models and
calculations are new, with essentially no relevant previous work done on them, it is not obvious at the outset whether
excitation in the M1 transition will be qualitatively different. A detailed and debugged version of the calculation is
needed to provide clarification. Months after the conference a new set of calculations have been carried out, with the
result that destructive interference indeed results in very weak indirect interactions. In this section we will provide a
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brief review of the issues and associated calculations. The conclusion to be drawn is that the most straightforward and
simplest application of the theory does not lead to predictions consistent with experiment. This will motivate us to
consider modifications of the model in subsequent sections.

4.1. Simple classification of the interactions

Excitation transfer in the E1 case is particularly simple in that there is only a single transition and a single phonon
mode involved for any specific contributing term at second order in perturbation theory. However, for the M1 and E2
cases, two different transitions are involved for each nucleus, and phonon exchange can occur with one phonon mode,
two phonon modes, or three different phonon modes. We have carried out calculations systematically for all cases, and
find that each case has its own technical issues and peculiarities in the computations, and leads to different expected
behavior at the end. In what follows we summarize the essential results for the different cases.

4.2. Reduced version of the Hamiltonian

We make use of the same phonon–nuclear Hamiltonian as before in Equation (16), but this time we make use of an
expanded subset given by

Ĥ =
∑

k

!ωkâ
†
kâk +

∑

j

∑

m0

(|J0m0⟩M0c
2⟨J0m0|)j

+
∑

j

∑

m1

(|J1m1⟩M1c
2⟨J1m1|)j +

∑

j

∑

J2

∑

m2

(|J2m2⟩M2c
2⟨J2m2|)j

+
∑

j

∑
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∑

J2

∑

m2

(
|J0m0⟩⟨J0m0|aj |J2m2⟩⟨J2m2|+ |J2m2⟩⟨J2m2|aj |J0m0⟩⟨J0m0|

)

· c
∑

k,σ
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√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠

+
∑

j

∑
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∑
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∑
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(
|J1m1⟩⟨J1m1|aj |J2m2⟩⟨J2m2|+ |J2m2⟩⟨J2m2|aj |J1m1⟩⟨J1m1|

)

· c
∑

k,σ
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√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠. (26)

The nuclear ground state is denoted by |J0,m0⟩, the (relatively low-energy) nuclear excited state is denoted by
|J1,m1⟩, and (much higher energy) nuclear intermediate states are denoted by |J2,m2⟩. Included in this restricted
Hamiltonian are transitions between the ground state, and the low-energy excited state, to high-energy intermediate
states; but no transitions directly between the ground state and low-energy excited state.

4.3. Interaction in the case of one phonon mode

In this case we make use of fourth-order perturbation theory and assume that the phonon energy is small compared
to the nuclear transition energy. A great many terms are involved, and we made use of the symbolic algebra program
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Mathematica for all of the algebra. We wrote a computer code that put together an input file for Mathematica which
enumerated all states, couplings, and contributing pathways.

The resonant part of the fourth-order interaction involving a single phonon mode which has a non-trivial spatial
dependence can be written as

(
V̂ (E −Ĥ0)

−1V̂ (E −Ĥ0)
−1V̂ (E −Ĥ0)

−1V̂

)
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2 −E0) + (E′
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2]
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∑
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We see two basic terms. The first describes a weak interaction that is independent of the number of phonons is a mode,
and which is localized to nearest neighbors. The second term describes a weak interaction that is linear in the number
of phonons in a mode, and which contributes as long as the phonon occupation is asymmetric with the wave vector k.
Since the phonon distribution appears in the summation over the phonon modes, it is possible in this case for excitation
transfer to involve nuclei considerably more distant than nearest neighbors. We note that a quantitative evaluation of
this formula will require in principle summations over all intermediate E1-coupled states.

These terms are much smaller than those appearing in the case of second-order E1 excitation transfer, due in part
to the destructive interference, and in part to the effect occurring at higher-order in perturbation theory.

4.4. Interaction in the case of two phonon modes

In the case of excitation transfer where phonon exchange with two different phonon modes occurs, we require that
each mode exchange a phonon with both nuclei. In this case the resonant contribution at fourth order is calculated to
be

(
V̂ (E − Ĥ0)

−1V̂ (E − Ĥ0)
−1V̂ (E − Ĥ0)

−1V̂

)

resonant

→ T1 + T2 + T3 + T4 , (28)
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where
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In this case destructive interference has resulted in a very weak interaction which depends on the symmetric part
of the phonon distribution in the different modes. The indirect interaction that results is dominated by coupling to
nearest neighbors. Once again it is the high-frequency phonon modes which provide the strongest contributions to the
interaction.

4.5. Interaction in the case of three phonon modes

For an excitation transfer process involving three phonon modes, we require one mode to be involved in phonon
exchange at both sites, and a single phonon exchange with the other modes, one at one site, and one at the other.
We are most interested in resonant excitation transfer, which in the case of three modes is potentially problematic
since constraints are imposed on the mode energies. For the specific interaction under consideration here, we focus on
interactions in which single phonon creation and annihilation occurs for the first mode; for the second mode we require
that the phonon interaction involves the creation of a phonon; and for the third mode we require phonon annihilation.
Overall the interaction is resonant if the phonon mode energy is matched for the second and third mode. While not
exhaustive, this provides a check to see whether or not destructive interference causes a substantial reduction of the
strength of the indirect interaction in one case.

The associated contribution to the resonant indirect interaction can be written as
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where we exhibit the first contribution T ′
1 explicitly here
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with the remaining terms listed in Appendix A. The resulting interaction is very weak, and localized to nearest neigh-
bors.

4.6. Discussion

The low energy M1 transitions are of interest to us since we appear to be seeing anomalies associated with excitation
transfer in experiments. A list of nuclei with low energy M1 and M1+E2 transitions is presented in Table 2. In con-
nection with this list we draw attention to the special case of the low-energy M1+E2 transition in 201Hg at 1.565 keV,
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Table 2. Low-energy M1 and M1+E2 transitions from the ground
state of stable nuclei, from the BNL Nudat2 database. The internal
conversion coefficient is α.

Isotope E(keV) T1/2 Multipolarity α
Hg-201 1.5648 81 ns M1+E2 4.7×104

Tm-169 8.41017 4.09 ns M1+E2 263
Kr-83 9.4057 156.8 ns M1+E2 17.09
Os-187 9.756 2.38 ns M1(+E2) 280
U-235 13.0336 0.50 ns (M1+E2) 497
Fe-57 14.4129 98.3 ns M1+E2 8.56
Eu-151 21.541 9.6 ns M1+E2 27.6
Sm-149 22.507 7.33 ns M1+E2 29.2
Sn-119 23.870 18.03 ns M1+E2 5.06
Hg-201 26.272 630 ps M1+E2 71.6
K-40 29.8299 4.25 ns M1 0.298
Hg-201 32.145 60 ps M1+E2 39.6
Te-125 35.4925 1.482 ns M1+E2 13.69
Os-189 36.17 0.52 ns M1+E2 20.2
Sb-121 37.1298 3.46 ns M1+E2 10.88
Xe-129 39.5774 0.97 ns M1+E2 12.03
Dy-161 43.8201 0.83 ns M1+E2 7.6
U-235 46.103 14 ps M1+E2 50
W-183 46.4838 0.185 ns M1+E2 8.4

which we have discussed previous in discussions of collimated X-ray emission. We note also the low-energy M1+E2
transition in 57Fe at 14.4129 keV of interest in our excitation transfer experiments with radioactive 57Co.

The calculation in the fourth-order indirect interactions discussed in this section involved a substantial effort, as on
the order of a hundred pathways needed to be included, and as the resulting indirect coupling is extremely sensitive
to any errors in the calculation. We had hoped that destructive interference effects might have been avoided for this
model, but from the results we obtained it is clear that destructive interference very much impacts the indirect coupling
leading to a very weak indirect interaction.

Even though there seems to be no hope accounting for the experimental results quantitatively with this model, there
are some features of the model that are consistent qualitatively. In particular, we see excitation transfer dependent on
the number of phonons present to nearest neighbors (in the case of phonon exchange with two phonon modes) which
seems to be the kind of mechanism that would be relevant to observations of angular anisotropy. In addition we also
see excitation transfer dependent on the number of phonons present potentially to distant neighbors (in the case of
phonon exchange with one phonon mode) which seems to be what would be needed to account for delocalization
effects observed in the experiments.

5. Loss

We found that loss can reduce the destructive interference that hinders the indirect coupling coefficient in the case of
up-conversion and down-conversion [5,6]. Loss has the potential to similarly reduce the destructive interference in the
case of excitation transfer. It was proposed a decade ago that the local environment can increase the excitation transfer
rate in biophysics [17,18]. For phonon-mediated nuclear excitation transfer we have considered the simpler problem
of the potential enhancement of the rate due to a difference in the loss for the different intermediate states.
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5.1. Indirect coupling for lossy E1 excitation transfer

In the event that loss terms dominate the indirect coupling matrix element for E1 transitions we can write
(
V̂ (E −Ĥ0)

−1V̂
)
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→
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2
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. (35)

We have used a notation for the loss in which intermediate states where both nuclei in the ground state are assigned
a loss of γ00, intermediate states where both nuclei are in the excited state are assigned a loss of γ11, and where the
initial and final states are assigned a loss of γ10 and γ01 respectively. In the event that a small number of (delocalized)
high-frequency phonon modes are very highly excited this version of the indirect interaction can be larger than the
lossless contribution, and can be delocalized. This is interesting.

5.2. Loss for M1 transitions with two phonon modes

Instead of a recitation of all of the different terms for all of the different cases for nuclear excitation transfer for M1
transitions, we focus on one example. In the event that the loss terms dominate the resonant indirect interaction we can
write

(
V̂ (E − Ĥ0)

−1V̂ (E − Ĥ0)
−1V̂ (E − Ĥ0)

−1V̂

)
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→ Ta + Tb (36)
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In writing this we have used the notation that the loss associated with basis states with two nuclei in the ground state is
γ00, the loss for basis states with one nucleus in the ground state and one in the first excited state is γ01, and so forth.

Note that it is possible for contributions of this kind to be delocalized given a suitable distribution of phonons, and
that that excitation can potentially be transferred to a great many nearby ground state nuclei.

5.3. Discussion

In order for loss to have a significant impact on the indirect coupling matrix element in the case of up-conversion
and down-conversion there only needs to be a minor contribution associated with each phonon exchange, since a large
number of phonon exchange interactions are involved. The situation is different in the case of excitation transfer. Since
only a few phonon exchanges occur, the loss needs to be substantial in each case to have a significant impact on the
overall indirect interaction.

Loss has the potential to greatly enhance excitation transfer based on the results discussed in this section. The
indirect coupling coefficient are smaller than contributions from individual pathways by factors on the order of a
differential decay rate times ! divided by a relevant nuclear transition energy, which means that the terms are “small”.
However, if the number of phonons is large in a phonon mode that is delocalized, then the coupling from one site can
be to a great many sites, which can increase the total coherent rate by a Dicke factor which is on the order of the square
root of the number of possible final state sites.

It is possible that the excitation transfer effects we see in experiments with 57Co are a result of loss-enhanced
excitation transfer, but we would expect the differential decay rates not to be particularly large which argues against
this. Nevertheless, in such a scenario we would only expect to see excitation transfer effects due to the presence of
very highly-excited delocalized THz phonon modes.

6. Off-resonant Shift of the Basis State Energies

Although we found that loss could make a difference in the indirect interaction for excitation transfer in the previous
section, the resulting indirect interaction seems too weak to account for the experimental results obtained so far.
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Consequently, we are motivated to seek other effects that might impact the indirect interaction. One possibility which
we discuss in this section is that the basis state energies may shift off of resonance, which could spoil the destructive
interference if the shifts are sufficiently large.

That such an effect is possible in principle can be seen from the equivalent two-level system model of Eq. (11),
where the basis state energies acquire a self-energy shift

En → En + Σ(E), (39)

where the self-energy Σ(E) depends explicitly on the energy eigenvalue. If the self-energy depends on the energy
eigenvalue, then its contribution would be different on resonance as compared to off-resonance.

We will argue in this section that there could well be a substantial shift in the basis state energies off of resonance.
The main argument for this is that the nuclear force itself is due to the exchange of mesons, and since this exchange
involves virtual states, the nuclear force is expected to depend on the energy eigenvalue. We would expect the binding
energy of a nucleus to be different on resonance compared to off-resonance. In the literature there appears discussions
in the 1960s and 1970s that the nucleon-nucleon interaction changes off of resonance, and that this would impact the
calculation of various matrix elements contribute off of resonance, providing a constraint on nuclear potential models
[19,20]. It would follow that the binding energy itself should differ off of resonance; however, there are no calculations
of how the binding energy varies with the amount of energy off of resonance (most relevant may be the calculations
discussed in Ref. [21]).

6.1. Brillouin–Wigner theory approach

We are interested in this subsection in applying Brillouin–Wigner theory to the problem of the off-resonant energy
shift to a develop formalism to describe the effect. We consider a formal model given by

Ĥ = Ĥ0 + Û + V̂ , (40)

where Û describes nuclear state raising and lowering associated with phonon exchange, and where V̂ creates or
destroys mesons in connection with the strong force.

We consider a sector expansion of the form

Ψ =Ψm,0 +Ψm,1 + · · ·
+Ψm−1,0 +Ψm−1,1 + · · ·
+Ψm+1,0 +Ψm+1,1 + · · ·
+ · · · , (41)

where the first index m keeps track of the number of excited nuclei present as a result of phonon exchange, and the
second index is the number of mesons present associated with the nucleon-nucleon interaction. Keep in mind that we
are considering the phonon exchange to be associated with phonon-nuclear coupling, so that a single phonon exchange
is associated with the raising or lowering of the nuclear state. We plug in to the time-independent Schrödinger equation

EΨ = ĤΨ (42)

to obtain coupled eigenvalue equations given by
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EΨm,0 = Ĥ0Ψm,0 + Û+Ψm−1,0 + Û−Ψm+1,0 + V̂−Ψm,1,

EΨm,1 = Ĥ0Ψm,1 + Û+Ψm−1,1 + Û−Ψm+1,1 + V̂−Ψm,2 + V̂+Ψm,0,

EΨm−1,0 = Ĥ0Ψm−1,0 + Û+Ψm−2,0 + Û−Ψm,0 + V̂−Ψm−1,1,

EΨm−1,1 = Ĥ0Ψm−1,1 + Û+Ψm−2,1 + Û−Ψm,1 + V̂−Ψm−1,2 + V̂+Ψm−1,0,

EΨm+1,0 = Ĥ0Ψm+1,0 + Û+Ψm,0 + Û−Ψm+2,0 + V̂−Ψm+1,1,

EΨm+1,1 = Ĥ0Ψm+1,1 + Û+Ψm,1 + Û−Ψm+2,1 + V̂−Ψm+1,2 + V̂+Ψm+1,0,

· · · (43)

where we have made us of ± subscripts to keep track of raising or lowering.
For simplicity we would like to eliminate all sectors containing mesons in order to develop sector equations in

terms of nuclear potential models. For simplicity our focus will be on single meson exchange, so that we need to
eliminate all Ψm′,1. To do this we first need to solve for these sector wave functions in terms of other sector wave
functions according to

Ψm,1 = (E − Ĥ0)
−1

(
Û+Ψm−1,1 + Û−Ψm+1,1 + V̂−Ψm,2 + V̂+Ψm,0

)
,

Ψm−1,1 = (E − Ĥ0)
−1

(
Û+Ψm−2,1 + Û−Ψm,1 + V̂−Ψm−1,2 + V̂+Ψm−1,0

)
,

Ψm+1,1 = (E − Ĥ0)
−1

(
Û+Ψm,1 + Û−Ψm+2,1 + V̂−Ψm+1,2 + V̂+Ψm+1,0

)
. (44)

We plug in and retain only lowest order terms to obtain

EΨm,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm,0 + Û+Ψm−1,0 + Û−Ψm+1,0,

EΨm−1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm−1,0 + Û+Ψm−2,0 + Û−Ψm,0,

EΨm+1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm+1,0 + Û+Ψm,0 + Û−Ψm+2,0,

· · · (45)

The single meson exchange contribution to the nucleon-nucleon potential on resonance in this simple model comes
about through second-order terms of the form
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V̂−(E − Ĥ0)
−1V̂+

→
∑

j<k

1

3

g2

!cmπc
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mπcrjk

+
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S12

]
e−mπcrjk/!, (46)

where we have selected here the one pion exchange potential from Ref. [22] for the resulting contribution to the nuclear
potential. Note that in these older models that heavier meson exchange terms are included, and two-meson exchange
terms are needed in order to develop a realistic potential model.

The key issue in this discussion is whether there is a shift in the binding energy due to a modification of the nucleon–
nucleon potential off of resonance. To proceed, we first focus on the resonant sector where the energy eigenvalue is
determined approximately from the solution of the formal eigenvalue equation

EΨm,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm,0, (47)

where the energy E in this equation appears both as the eigenvalue on the left-hand side and as part of the denominator
on the right-hand side.

Consider next a similar calculation for the basis state energy in one of the off-resonant sectors. In this case we
could work with the eigenvalue problem

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm+1,0, (48)

where E′ is the associated eigenvalue, different from E by about one unit of excitation energy ∆E (since we consider
m+1 instead of m). Suppose that for the purpose of sorting out the denominator on the right-hand side we approximate

E′ → E +∆E, (49)

then we can write the eigenvalue equation for this off-resonant sector approximately as

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E

′ −∆E − Ĥ0)
−1V̂+

)
Ψm+1,0. (50)

The nuclear potential off of resonance will then be different than on resonance.
We can make use of a Taylor series expansion to determine the different in the nuclear potential at lowest order.

We can write

(E′ −∆E − Ĥ0)
−1 = (E′ − Ĥ0)

−1 +∆E(E′ − Ĥ0)
−2 + · · · (51)

The off-resonance eigenvalue equation can be written approximately as

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E

′ − Ĥ0)
−1V̂+ +∆EV̂−(E

′ − Ĥ0)
−2V̂+

)
Ψm+1,0. (52)

To lowest order we would expect a shift in the binding energy linear in the offset energy
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E′ → E +∆E +∆E⟨V̂−(E
′ − Ĥ0)

−2V̂+⟩. (53)

Our conclusion from this brief discussion is that we would expect the nuclear binding energy to shift off of reso-
nance. Also, if the nucleon–nucleon interaction changes off of resonance, we would also expect that the nuclear states
themselves would be changed.

6.2. Breit interaction off of resonance

The arguments above apply as well to the electromagnetic interaction which is simpler and more familiar, so we were
motivated to develop a calculation of the electromagnetic potential off of resonance. This is technically simplest in the
Coulomb gauge, where the contribution from transverse photon exchange gives rise to the Breit interaction.

Single transverse photon exchange leads to an interaction that can be split into two components according to

V̂12 = V̂I + V̂II, (54)

where the initial evaluation of the second-order interaction leads to

V̂I =q1q2
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where Eoff is the off-resonant shift in energy (for the off-resonant sector focused on in the previous section with one
extra excited nucleus, Eoff = −∆E). These can be reduced in the continuum limit to give
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2

π
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On resonance these reduce to

V̂I + V̂II =− q1q2
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(59)

consistent with the Breit interaction found in the literature.
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6.3. Pole on the integration contour

In the event that Eoff is positive (so that the energy eigenvalue is larger than the basis state energy) then the integrals
in k contain a pole on the k-axis in the range of integration. We can write [23]

∫ ∞

0

sin(k|r2 − r1|)
(k − k0)

dk

= − sin(k0|r2 − r1|)ci(k0|r2 − r1|) + cos(k0|r2 − r1|)[si(k0|r2 − r1|) + π], (60)

where

k0 =
Eoff

!c , (61)

si(a) = −
∫ ∞

1

sin(ax)

x
dx,

ci(a) = −
∫ ∞

1

cos(ax)

x
dx. (62)

The pole on the k-axis in this case does not lead to an imaginary contribution, so we would not expect a new radiative
decay channel off of resonance resulting from this contribution.

For the other off-resonant integral

∫ ∞

0

k

k − k0
j2(k|r2 − r1|)dk, (63)

we can express the result in terms of the Meijer G-function when k0 < 0. At present we do not have a result for the
extension to k0 > 0, so we do not know whether an imaginary part is generated.

6.4. Indirect interaction for E1 transitions

Under conditions where basis state energy shifts provide the dominant contribution to the indirect second order inter-
action for excitation transfer associated with E1 transitions we can write for the resonant interaction
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where E00 is the (shifted) basis state energy with both nuclei in the ground state, where E11 is the (shifted) basis state energy with
both nuclei in the excited state, and where E10 = E01 is the (unshifted) basis state energy with one nucleus excited and one in the
ground state.

6.5. Indirect interaction for one-mode M1 transitions

The indirect interaction for resonant excitation transfer for an M1 transition involving exchange with a single phonon mode can be
written as
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In this case the only destructive interference comes from the symmetry of the Brillouin zone for a term proportional to

sin

(
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(0)
j )

)
that is independent of the number of phonons present. In this model we have a candidate mechanism

with a good chance of connecting with our experiments, as long as the off resonant shift of the basis state energies is substantial.

6.6. Discussion

We have as yet not worked out off-resonant nuclear potential models, although this is currently at the top of our list of projects to
address. Were we to focus on the older meson exchange models (Hamada–Johnston potential [24], Reid potential [25], Argonne
potential [26], etc.), then it might be possible to develop off-resonant extensions of individual terms that appear in the models based
on arguments about the interactions involved and the number of mesons exchanged. However, since the older models are empirical
this kind of extension comes with issues associated with the extension. If we focus on the newer chiral effective field theory models
[27,28], then the proposed extension is much simpler (at least at low order) and better defined since the chiral effective field theory
model itself is simpler.

It would be possible to augment our relativistic Dirac–Fock code to evaluate electronic shifts off of resonance based on the
off-resonant version of the Breit interaction in this section.

The indirect interactions for models with off-resonant shifts of the basis state energies are impacted by destructive interference
effects much less if the shifts are large (much greater than the maximum phonon energy). We have given the interaction for the M1
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single mode case, and the other cases with two modes and three modes behave similarly. These models have the best chance of
being able to account for our experimental results, and will be the focus of our studies in the near future.

Note that a shift of the basis state energies off of resonance would have the potential to greatly increase the indirect coupling
matrix element associated with up-conversion and down-conversion.

7. Issues Raised in the 57Co Experiments

As mentioned above in May 2017 we observed non-exponential decay effects in experiments where radioactive 57Co was evaporated
on a steel sample and mechanical stress was applied [10]. In subsequent experiments we have sought to develop an understanding,
and in the process a number of issues have emerged. In this section we focus on a subset of the issues.

7.1. Angular anisotropy

We see in Fig. 1 that following the beta decay of 57 Co that the 136.5 keV state of 57Fe is populated, resulting in energetic gammas
at 136.5 keV and at 122.1 keV. We have seen non-exponential decay effects associated with these lines [10,13], which we have
interpreted as due to a (dynamic) angular anisotropy resulting from resonant excitation transfer.

In the simplest possible relevant excitation transfer model, we consider an excited state 57Fe nucleus in a local BCC lattice
made up of 57Fe nuclei (corresponding to a simplistic picture of the residue on the surface of the steel). In a model with excitation
transfer only to the eight nearest neighbors, the maximum probability amplitude cmax at the nearest neighbors satisfies

√
8|cmax| =

√
8
2|Vindirect|

!γ , (70)

where Vindirect is the indirect coupling matrix element from the initial excited 57Fe nucleus to a nearest neighbor, and where γ is
the decay rate of the excitation. A dynamical model for the simpler two-site case is described in Appendix B. To be consistent with
the experimental results, we would need for

√
8|cmax| to be on the order of 0.1 or so, from which we might estimate the indirect

coupling matrix element to be on the order of

|Vindirect| → 1
2
0.1 !γ = 1.6× 10−8 eV. (71)

The associated theoretical problem is that generally the estimates from the models described in the previous sections lead to indirect
coupling matrix elements that are much smaller than this. The thought is that models based on the shift in basis state energies off of
resonance probably have the best chance of achieving consistency, but much work remains to develop a reliable estimate from the
models.

7.2. Variation of the incremental 14.4 keV gamma to Fe Kα ratio

In the first observation of non-exponential decay effects in May 2017 we saw a roughly 19% increase in the 14.4 keV emission,
and a roughly 17% increase in the Fe Kα emission [10]. In subsequent experiments we have seen different incremental ratios: in
some cases the incremental 14.4 keV gamma intensity was greater than 19/17 times the incremental Fe Kα X-ray intensity, and
in other cases the incremental Fe Kα intensity was more than twice the incremental 14.4 keV gamma intensity. Air absorption
causes a reduction the lower energy Fe Kα X-ray intensity, and when using a thermal pulse for stimulation the air absorption is
reduced a small amount, which complicates the analysis of the data. Nevertheless, it appears that this incremental ratio is showing
an unexpected variation in our experiments, and that this effect may be important.

One potential route toward an explanation is to note that in perturbation theory there are new decay channels available in which
the energy from one 14.4 keV excitation can be dissipated at two sites through two internal conversion processes in some of the
off-resonant states producing two K-shell holes instead of one. This can lead to an increase in the incremental Fe Kα intensity
relative to the incremental 14.4 keV gamma intensity. Some discussion of internal conversion in connection with excitation transfer
is given in Appendix C.
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7.3. Changes in the 14.4 keV gamma intensity

In January 2018 an experiment was done with our Sample 2 in which a thermal pulse was used to create incremental mechanical
stress, and an X-ray detector monitored emission from all of the evaporated region with no mesh blocking the signal. In this case
we saw a decrease in the 14.4 keV intensity. This observation permits an interpretation that some of the excitation is transferring
into the steel so that the subsequent gamma emission is absorbed.

In late Spring 2018 we carried out a version of this experiment with our Sample 1, hoping to see a similar result. Instead we saw
an increase in the 14.4 keV gamma intensity [13]. The difference in the results tells us that the two samples behave very differently,
a conclusion that is consistent with many other experiments (our Sample 2 in general tends not to do very much for us). In other
experiments where a mesh or pinhole was used, we had been thinking that a delocalization of the excitation could account for an
increase or decrease in intensity. However, for these experiments no mesh or pinhole was used.

It might be argued that angular anisotropy might play some role for the 14.4 keV transition; however, in other experiments we
have not seen much evidence for angular anisotropy on this line. In both cases there is a qualitatively similar response of the Fe Kα,
which cannot show angular anisotropy.

In upcoming experiments we need to use the HPGe detector to monitor the harder gammas at the same time as the 14.4 keV
line to clarify whether we might be seeing a subdivision effect (in which the excitation of the 136.5 keV state is divided between
several 14.4 keV states, with the dissipation of the left over energy).

7.4. Coincidence measurements

In previous years when we were studying models for up-conversion and for down-conversion, we found that the coupled quantum
system seemed to avoid the occupation of states which decayed rapidly, and seemed to favor states with no open decay channels.
The conclusion was that in this kind of system one would expect a net reduction in the decay rate over what might be expected
if this effect did not occur. In these models we assumed that decay channels would generally be closed for basis states far off of
resonance where the basis state energy exceeded the energy eigenvalue.

If we are seeing changes in the incremental 14.4 keV to Fe Kα ratio, then it is possible that this indicates significant occupation
of off-resonance states. If so, then it may be that the decay channels are closed for some of the off-resonant states. Consequently
we are motivated to consider coincidence experiments in which we monitor to see whether the 14.4 keV gamma arrives within a
window of 100 ns or so following the initial beta decay of the 57 Co. A coincidence experiment with a properly set acceptance
window has the potential to address this issue.

The beta decay of the 57 Co occurs with the absorption of a K-shell electron, leaving a K-shell hole in the newly formed 57Fe
daughter. Consequently, some of the time we will get a prompt Fe Kα that could be used to trigger the start of an acceptance window
in time. The half-life of the 136.5 keV state is 8.7 ns, so that we could instead make use of the 122.1 keV gamma for triggering. In
either case a time window near 100 ns would get most of the 14.4 keV emission (the half-life of the 14.4 keV state is 98.3 ns). If
the rate of 14.4 keV gammas detected in this window were to drop with mechanical stimulation, and if the rate of 14.4 keV gammas
arriving later were to correspondingly increase, then this could indicate that the half-life of the 14.4 keV state was increased. We
are considering an experiment of this kind in the coming months.

7.5. Delocalization

Lu took pinhole camera images of the 57 Co residue, which showed that the emission was strongest in a ring around the edge of the
residue with a “hot spot” evident where the 57Co had collected preferentially [13]. In subsequent experiments with a pinhole and
Amptek SDD X-ray detector, the time history of different parts of the ring and hot spot were monitored during thermal stimulation
under stress. In the vicinity of the “hot spot” we saw the largest increase in intensity for the 14.4 keV gamma and for the Fe Kα

X-ray. In other places we saw lesser increases, and in one location distant from the “hot spot” we saw a decrease in emission. These
observations permit an interpretation of a delocalization of the excitation in the residue [13]. In connection with these experiments
we have proposed that our radioactive 57Co source contains much 57 Fe, and that the residue observed in optical photographs is
primarily 57Fe on the surface of the steel (this was suggested by Malcolm Fowler).

This observation focuses our attention on fourth-order indirect interactions for excitation transfer where the interaction can be
delocalized.
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8. Possibility of E1 Excitation Transfer Experiments

As discussed above, excitation transfer for E1 transitions is accounted for in perturbation theory through a second-order interaction,
while excitation transfer for M1 transitions appears as a fourth-order interaction. Note that we would expect a fourth-order interac-
tion in general to be much weaker than a second-order interaction when the coupling is weak. In our excitation transfer experiments
with a 57 Co source on steel we have seen striking unexpected non-exponential decay effects, involving primarily M1 transitions for
the 14.4 keV state and for the 136.5 keV state. This provides motivation for pursuing excitation transfer studies with E1 transitions,
which may show a stronger version of the effects.

8.1. Radioactive sources

To develop an analogous excitation transfer experiment for an E1 transition, the big issue has to do with the procurement of a
relevant radioactive source. The low energy E1 transitions and potential source isotopes are listed in Table 3. The most interesting
candidate E1 transition is the 6.237 keV transition in 181Ta, for which potential sources might be 181Hf and 181W, where 181W is
the better choice as it is more efficient in populating the 6.237 keV state. Unfortunately it does not seem possible to obtain 181W
from a supplier at this time.

Table 3. Radioactive sources that might be used to produce excited states for E1
transitions.

Isotope E(keV) Source (Z-1) Half-life Source (Z+1) Half-life
Ta-181 6.237 Hf-181 42.4 d W-181 121 d
Dy-161 25.65135 Tb-161 6.90 d Ho-161 2.48 h
Gd-157 63.929 Eu-157 15.13 h Tb-157 150 y
Dy-161 74.56668 Tb-161 6.90 d Ho-161 2.48 h
Gd-155 86.5479 Eu-155 4.9 y Tb-155 5.3 d
Eu-153 97.43100 Sm-153 46.8 h Gd-153 241.6 d
Dy-161 103.062 Tb-161 6.90 d Ho-161 2.48 h
Gd-155 105.3083 Eu-155 4.9 y Tb-155 5.3 d
F-19 109.9 O-19 26.9 s Ne-19 17.3 s
Dy-161 131.8 Tb-161 6.90 d Ho-161 2.48 h
Eu-153 151.6245 Sm-153 46.8 h Gd-153 241.6 d

The half-life for sources with mass 161 are too short to be useful. At mass 157 we see 157Tb with a long half-life, but when
it decays to 157 Gd very little (0.34%) population of the 63.9 keV excited state occurs. For mass 155 we see 155Eu with a 4.9 year
half-life, which appears to be available as a radioactive source from suppliers. The fraction of the decays that go directly to the
86.5 keV second excited state is 26%, which looks good. At mass 153 153Gd looks to have a usefully long half-life, the fraction of
decays that go to the 97.3 keV state is 37%, and 153 Gd appears to be available as a radioactive source.

8.2. Nuclear Bragg scattering with resonant excitation transfer

For low-energy nuclear transitions for which no commercially available radioactive sources are available the question arises as to
whether there is some other route to the detection of phonon-induced nuclear excitation transfer. Instead of populating nuclear
excited states following beta decay, we might consider exciting them directly with narrow band synchrotron radiation. The use
of narrow band radiation from synchrotron sources for applications involving low energy nuclear transitions is reviewed in Refs.
[29–31]. A variety of experimental techniques have been pioneered to observe nuclear Bragg scattering, hyperfine effects from
oscillations of the scattered signal, phonon interactions, diffusion, and a variety of other effects as well.

The question of interest here is whether resonant excitation transfer might be observed in a nuclear Bragg scattering experiment.
Consider a simple model for the vector potential for the scattered wave in the far field which we might write as
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Âz(r) → −iω
µ0

4π|r| eikr
∑

j

dje−ik·rj (72)

with scattered wave vector k, assuming z-polarized incident light with the z-directed dipole moment dj associated with nucleus j.
For simple Bragg diffraction with no phonon exchange and no excitation transfer the induced dipole moments are phase dependent
according to

dj = d0eik0·rj (73)

with incident wave vector k0. We might model resonant excitation transfer as involving a modification in which the nuclear dipole
moment acquires contributions from coupling with other sites according to

dj = d0eik0·rj +
∑

l

dj,l eik0·rl , (74)

where dj,l accounts for the contribution to the nuclear dipole moment at site j due to resonant excitation transfer from site l.
The phase factors associated with resonant excitation transfer in this model are consistent with the dynamical model discussed in
Appendix B. In this case we can write for the ratio of the part of the diffracted intensity due to excitation transfer relative to the
unperturbed diffracted intensity

∆I
I

=

∑
j,j′,l d

∗
j′,ld0ei(k0−k)·rje−ik0·rleik·rj′ +

∑
j,j′,l dj′,ld

∗
0e−i(k0−k)·rj eik0·rle−ik·rj′

|d0|2
∑

j,j′ ei(k0−k)·(rj−rj′ )
. (75)

This can be rewritten in the form
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where we have defined the Dj according to

Dj =
∑

l

dj,le
ik0·(rl−rj). (77)

The conclusion from this simple model is that resonant excitation transfer may be observable as a change in the intensity of the
Bragg peaks.

It seems from the literature that the 14.4 keV transition in 57Fe has been most studied, at least in the early experimental
work. Given that our excitation transfer experiments have focused primarily on this transition, it would seem that if experiments
as proposed here are pursued, they should probably focus first on establishing the existence of such an effect with the 14.4 keV
transition. Afterward, similar experiments on other transitions would be of interest.

One of the most interesting non-iron candidates is the 6.237 keV transition in 181Ta since it is the lowest energy accessible E1
transition, and has the potential to address numerous theoretical issues. The big headache with this transition is that it is normally
very weak in Mössbauer experiments since radiative decay is much slower than internal conversion. Nevertheless, this transition
has been studied with synchrotron radiation (see Refs. [32–34]). The energy of the line was determined in Ref. [32] to be 6.214±2
keV, which is an improvement over previous determinations. We have used 6.237 keV in this paper consistent with the BNL Nudat2
database energy level, which has not been updated with this revised value.

9. Excitation Transfer from D2/4He and HD/3He

One of our earliest proposals for excitation transfer in connection with experiments in Condensed Matter Nuclear Science [5] con-
cerned a candidate explanation for low-level energetic alpha emission from thin film palladium deuterated through ion bombardment
by Chambers et al. [35]. We proposed excitation transfer of a large 24 MeV quantum from the nuclear system D2/4He to a Pd
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Figure 2. Excitation transfer from a D2/4He reaction to ionize an alpha particle from a Pd nucleus.

ground state nucleus of the host lattice, as illustrated in Fig. 2. We do not expect a Pd nucleus to have any long-lived excited state
in the vicinity of 24 MeV; consequently, this kind of excitation transfer would be an incoherent process.

The initial excitation transfer would create a highly excited compound state [36] which subsequently decays through all avail-
able decay channels. Consequently we would expect to see neutron and proton emission as well, and perhaps decays involving
heavier products with reduced probabilities. This kind of incoherent excitation transfer process can be described simply within the
dynamical model discussed in Appendix B.

Whether this theoretical conjecture concerning excitation transfer is correct or not has at this point not been settled. Unfor-
tunately there has not been a subsequent confirmation of the 21 MeV alpha emission reported in Ref. [35]. On the other hand
there have been subsequent reports of energetic alphas (see e.g. [37–41]) as well as energetic neutrons (see Refs. [42,43]). The
energetic neutron emission in these latter references is discussed in the context of D+T fusion neutrons; however, as was pointed out
earlier the flux of energetic neutrons seems inconsistent with a D+T fusion mechanism [44], which motivates us to consider here an
excitation transfer mechanism.

9.1. Alpha energies from D2/4He excitation transfer

Of interest is whether there might be some way to prove whether excitation transfer is responsible for energetic alpha emission. One
possibility might be to test whether the emitted alpha energy for excitation transfer involving different host lattices matches theory.
In Fig. 3 we show the reaction energy and ejected alpha energy including recoil as a function of the nuclear mass A. We see that
the ejected alpha energy does depend on the host lattice, and that clarification could be obtained if it were possible to establish a
relation between the ejected alpha energy and the nuclear mass of the host lattice.

9.2. Neutron energies from D2/4He excitation transfer

Making the case above based on the observation of alpha particles suffers from the complication that alphas created inside a cathode
lose energy before making it out of the cathode. Neutrons resulting from incoherent excitation transfer would not be expected to
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Figure 3. Overall reaction energy (red) and ejected alpha energy Eα (green) as a function of the initial nuclear mass number A.

lose much energy, and could therefore provide a potentially more faithful diagnostic. The reaction and neutron ejection energy as a
function of nuclear mass is shown in Fig. 4.

Plastic track detectors have proven useful for the detection of low-level alpha emission, since they time integrate the signal
and are free of electrical noise. These same detectors have been used for low-level neutron emission; however, in this case they
suffer from a very low yield, and as yet there does not seem to be a reliable energy calibration in use within our field. Likely a new
experiment will be needed with a more standard energy-resolving neutron detector and a source with a higher neutron emission rate.

9.3. Alpha energies from HD/3He excitation transfer

It has long been speculated that HD/3He transitions are responsible for excess heat in the light water experiments; however, at
this point there has not been reported any measurements correlating 3He with the energy produced. If HD/3He transitions occur,
we might expect to see low-level nuclear emissions resulting from incoherent excitation transfer reactions. In this subsection we
consider this possibility.

In Fig. 5 we show the reaction energy and expected alpha energy resulting from excitation transfer as a function of the nuclear
mass number A. We see some low energy alphas for nuclei with A on the order of 20 or less, then a gap, and then an increasing alpha
energy above mass 60. Not included in this figure are estimates of the associated tunneling factors for the ejected alpha through the
Coulomb barrier, which if included would lead to vanishingly low ejection probabilities for all points shown above mass 60.

We draw attention to the low-level alpha emission reported by Storms and Scanlan [45] as perhaps being a result of incoherent
excitation transfer from the HD/3He transition to low mass nuclei impurities in the host copper metal (which could account for
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Figure 4. Overall reaction energy (red) and ejected neutron energy (green) as a function of the initial nuclear mass number A.

alpha emission at a few MeV, but not by itself for the energy shifts reported).

9.4. Neutron energies from HD/3He excitation transfer

Neutron emission resulting from excitation transfer in the case of the HD/3He transition offers the possibility of both gaining
evidence for the existence of an excitation transfer effect, and for the possibility that HD/3He transitions can occur. The reaction
energy and the ejected neutron energy is shown in Fig. 6 as a function of the nuclear mass number A.

9.5. Proton energies from HD/3He excitation transfer

We conclude this brief discussion by considering proton energies expected in the case of incoherent excitation transfer from HD/3He.
The reaction energies and ejected proton energies are shown as a function the nuclear mass number A in Fig. 7. We note that because
the HD/3He transition energy (5.49 MeV) is not so large, and generally the proton binding energy tends to be larger, there are only
a few nuclei from which one would expect proton ejection. In the figure we see one isotope (6Li) at low mass number and a few at
higher mass number, the latter of which have negligible probability of transmission through the Coulomb barrier.

Consequently, our interest in this discussion is focused on the singular case of proton emission for 6Li based on an excitation
transfer reaction which we might write as

[
H+D → 3He + 5.49 MeV

]
+
[

6Li → p + 5He −4.43 MeV
]

+ 1.06 MeV
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Figure 5. Overall reaction energy (red) and ejected alpha energy (green) as a function of the initial nuclear mass number A.

leading to an ejected proton energy of 0.88 MeV. We conclude that the observation of proton emission at 0.88 MeV from a lithium
sample with H and D present could be argued to support the existence of the corresponding excitation transfer reaction.

9.6. Proton emission in the Lipinski experiment

Many years of experimentation with proton beams on lithium targets, and on glow discharge experiments with hydrogen gas and
lithium present, have been documented in Refs. [46,47]. In [47] an experiment is described in which a proton gun is used to irradiate
a lithium foil at an energy of a few hundred eV, and that a strong proton signal (identified as “backscattered” protons) is observed at
an energy of 0.79 MeV. The data shown in [47] is redrawn in Fig. 8.

Note that the loss of a proton from 6Li would produce a 5He daughter which decays immediately according to

5He → n(0.59 MeV) + 4He(0.15 MeV).

If these protons are due to excitation transfer, then we might expect to see additional lower energy neutrons and alphas. Note that
in the documentation of [47] a brief discussion of neutron detection is given, with the conclusion that no neutrons are detected
in connection with the experiment (it is not clear from the documentation whether the neutron detection used would have been
sensitive to 0.59 MeV neutrons).
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Figure 6. Overall reaction energy (red) and ejected neutron energy as a function of the initial nuclear mass number A.

9.7. Alpha emission in the Lipinski experiment

In the same experiment where the proton signal mentioned above was observed, it was reported that energetic alphas were seen near
8.5 MeV. The reported spectrum is redrawn in Fig. 9.

The authors attribute the energetic alpha signal to the H(7Li,α)α reaction (due to a greatly enhanced fusion cross section at the
few hundred eV of the incident proton beam). We might write this reaction as

H + 7Li → 4He (8.67 MeV) + 4He (8.67 MeV)

from which it is clear that the alpha energy that results could be consistent with the data of Fig. 9.
We contemplated the possibility of H(7Li,α)α reactions due to the 0.79 MeV protons measured above, but the associated fusion

cross section is too low to obtain quantitative agreement.
This motivated us to consider an excitation transfer reaction based on the D2/4He transition to 7 Li, which we might denote

according to
[

D+D → 4He + 23.85 MeV
]

+
[

7Li → T + 4 He −2.47 MeV
]

+ 21.38 MeV.

The alpha energy including recoil for this excitation transfer reaction comes out to 9.19 MeV, which is a bit higher than the reported
peak energy. Note however that the emission is broad, with an upper end point above 9 MeV. It would be possible to obtain
consistency under the assumption that some energy loss in the lithium occurs. The ratio of the energetic alpha emission to proton
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Figure 7. Overall reaction energy (red) and ejected proton energy (green) as a function of the initial nuclear mass number A.

emission is not too far from the natural isotopic ratio of D to H, as would be expected for this mechanism. According to this
excitation transfer reaction proposal we would expect to see energetic tritons at higher energy. There is no mention of such higher
energy signals in [47], and the upper energy cut-off of the charged particle detector is too low to see them.

10. Discussion

As we discussed in the Introduction, excitation transfer plays a central role in the phonon-based theory that we have pursued for
many years, and is implicated in unexpected non-exponential decay that we have seen in experiments with 57Co in our lab. A major
goal of our current research is to work toward the development of theoretical models that can be used to compare directly with
experiment, or at least as much as possible. Here we report on recent theoretical results based on the relativistic phonon-nuclear
coupling interaction that we identified a few years ago.

We discussed the indirect interaction for resonant excitation transfer in the case of E1 and M1 transitions, from second-order and
from fourth-order perturbation theory. This kind of calculation corresponds to the most straightforward application of perturbation
theory to the models, based on the relativistic phonon-nuclear interaction. We knew beforehand that destructive interference leads to
a small effect for the E1 case which we had analyzed previously. Prior to this study it was unclear whether destructive interference
would similarly impact the M1 case – the supposition was that it should, but an erroneous preliminary result suggested that there
was some hope that this case might avoid some or most of the destructive interference. From the results of substantial calculations
briefly summarized above, we now know that the resonant contribution to the fourth-order interaction relevant to excitation transfer
is strongly reduced by destructive interference. The resulting interaction is much too small to connect meaningfully with our
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Figure 8. Proton spectrum from experiment #13 from the second Lipinski patent application. The peak location is given as 790 keV, and the peak
area is given as 4.2×107 counts. The associated count rate is 4.46×105 cps.

experimental results.
Destructive interference similarly hinders up-conversion and down-conversion, and we found in 2002 that in models augmented

with loss that the destructive interference could be reduced or eliminated. For this problem loss comes in again and again, and the
effects are in this way “amplified”; unlike in the case of excitation transfer where loss has a weaker impact. We discussed briefly
above the effect of loss on excitation transfer in both E1 and M1 cases, and it is clear that when a relevant THz phonon mode is
highly-excited the indirect interaction can be greatly increased. However, it seems unlikely that the indirect interaction that results
can be sufficiently large to account for the experimental results. If the experimental results are a result of excitation transfer, then
there must be some new additional effect that we have not considered previously.

In the course of writing this paper it became clear that a possible solution to the problem might lie in the variation of the basis
state energies that would be expected off of resonance. Developing expressions for the indirect interaction for this kind of model is
completely straightforward; however, the quantification of the resulting interactions depends critically on how large the basis state
energy shifts are off of resonance. It is possible to make a good argument for the existence of the effect. In the discussion above
we outlined a simple argument for it based on the sector decomposition associated with Brillouin-Wigner perturbation theory. In
this approach the nucleon-nucleon interaction itself changes off of resonance. To compute the needed energy shifts, one needs to
specify the off-resonant extension of the nucleon-nucleon interaction, and then make use of it for nuclear structure calculations. All
in all, a big project which we hope to address in the future.

We have evaluated the off-resonant extension of the Breit interaction associated with transverse photon exchange in the Coulomb
gauge, which can be used to evaluate the electronic energy shift for atoms and ions off of resonance. The existence of a pole on
the k-axis in the result suggests that there might be an associated radiative decay channel; however, for one of the integrals that we
are able to evaluate analytically the contribution of the pole turns out to be real, which rules out such a decay channel for this term.
More work is needed to clarify whether the pole in the other integral produces an imaginary contribution.

We also outlined recent thoughts as to how the theoretical models connect with our recent excitation transfer experiments. In
the experiments we see an angular anisotropy effect associated with the harder gammas, which could be consistent with excitation
transfer to nearby nuclei. Within this interpretation it is possible to develop a rough estimate for the indirect coupling matrix
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Figure 9. Alphas spectrum from experiment #13 from the second Lipinski patent application. The peak location is given as 8.5 MeV keV (it is
closer to 8.3 MeV from the reconstruction in this figure), and the peak area is given as 1.5×104 counts. The associated count rate is given as 157
cps.

element. We also see what appears to be a delocalization effect, which may be consistent with the delocalized excitation transfer
we see in the models. However, in both cases we are going to need estimates for the off-resonant basis energy shifts to have any
hope of quantitative agreement between theory and experiment. Note that what phonon modes are excited, and by how much, is not
available in current experiments.

We would very much like to extend the experiments to excitation transfer in E1 transitions. Radioactive sources appear to be
available for some higher energy E1 transitions. But what we might learn much more from are excitation transfer experiments
with the 6.237 keV transition in 181Ta, for which the relevant radioactive source 181W is currently unavailable from suppliers.
This has motivated us to consider new experiments in which excitation transfer might be observed through a modification of the
relative Bragg peak intensities in experiments with narrow band synchrotron radiation. Given the large expense associated with
synchrotron experiments, such experiments may not be possible any time soon; nevertheless, it seems worthwhile to contemplate
such experiments at this time. Note that if such experiments are pursued, it would make sense to demonstrate excitation transfer on
the 14.4 keV transition in 57Fe first, since this transition is easier to work with and better studied.

A brief discussion of incoherent excitation transfer reactions based on D2/4He transitions and HD/3He transitions was given.
The idea is that some of the low-level nuclear emissions observed in experiments with PdD may be a result of excitation transfer.
Even though the theoretical proposal was put forth in 2000, eighteen years later there has been no confirmation or rejection of this
conjecture. One way to sort this out might be to seek a correlation between the emitted particle energy and the masses of the host
lattice nuclei. Although we have been thinking about similar emissions driven by the HD/3He transition, it was only recently that
we understood that the low-level few MeV alpha emission reported by Storms and Scanlan might be a result of incoherent excitation
transfer from the HD/3He transition.

The interesting observations reported by Lipinski and Lipinski have attracted the attention of X. Z. Li in recent years [48].
During the past year it has become clear that incoherent excitation transfer reactions might be involved in the case of the 0.79 MeV
proton signal and 8.5 MeV alpha signal reported.
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Appendix A. Indirect Interaction for Three Modes

We would generally expect a three-mode interaction to be associated with phonon scattering, rather than with resonant excita-
tion transfer. However, there are conditions under which the three-mode interaction can mediate resonant excitation transfer; for
example, when there are three distinct very highly excited modes with surrounding modes unexcited.

As discussed in the text we focused on a particular example in which a phonon from one mode (k,σ) is created by one nucleus
and absorbed by the other, where a phonon from another mode (k′,σ′) is created, and where a phonon from a third mode (k′′,σ′′)
is destroyed. The indirect interaction is resonant if the frequencies of the latter two modes are the same.

As discussed in the main text the contribution to the resonant indirect interaction is

(
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Destructive interference has greatly reduced the total indirect interaction in this case from the strength of contributions from indi-
vidual pathways.

Appendix B. Dynamical Model for Resonant Excitation Transfer

We are interested in the dynamics associated with excitation transfer between two sites in the presence of an oscillatory driving
term. The basic idea is to make use of two two-level systems which are coupled together via excitation transfer, and then develop
evolution equations using Ehrenfest’s theorem.

Appendix B.1. Idealized model

We can describe a simplified version of the model based on a Hamiltonian of the form
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The first term on the right-hand side describes a pair of two-level systems both with a transition energy ∆E; the second term
describes an oscillatory driving term at frequency ω with position phase factors such as would be produced by X-rays from a
synchrotron source; and the third term describes coupling via resonant excitation transfer.

Appendix B.2. Evolution equations

We can make use of Ehrenfest’s theorem to develop evolution equations according to

d
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Following the approach used for the dynamics of the two-level system we can define equivalent two-level system operators within
the context of this four level system according to
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Evolution equations for the expectation values of these operators are

d
dt

⟨σ̂(1)
x ⟩ = ∆E

! ⟨σ̂(1)
y ⟩+ U0

! ⟨Â⟩, (B.4)

d
dt

⟨σ̂(2)
x ⟩ = ∆E

! ⟨σ̂(2)
y ⟩ −U0

! ⟨Â⟩, (B.5)

d
dt

⟨σ̂(1)
y ⟩ = −∆E

! ⟨σ̂(1)
x ⟩ −2V0

! eik·r1 e−iωt⟨σ̂(1)
z ⟩+ U0

! ⟨B̂⟩, (B.6)

d
dt

⟨σ̂(2)
y ⟩ = −∆E

! ⟨σ̂(2)
x ⟩ −2V0

! eik·r2 e−iωt⟨σ̂(2)
z ⟩ −U0

! ⟨B̂⟩, (B.7)

d
dt

⟨σ̂(1)
z ⟩ = −2V0

! eik·r1 e−iωt⟨σ̂(1)
y ⟩ −U0

! ⟨D̂⟩, (B.8)

d
dt

⟨σ̂(2)
z ⟩ = −2V0

! eik·r2 e−iωt⟨σ̂(2)
y ⟩+ U0

! ⟨D̂⟩, (B.9)

where we define new operators according to

Â =

⎡

⎢⎢⎣

0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0

⎤

⎥⎥⎦ , B̂ =

⎡

⎢⎢⎣

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

⎤

⎥⎥⎦ ,
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Ĉ =

⎡

⎢⎢⎣

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎤

⎥⎥⎦ , D̂ =

⎡

⎢⎢⎣

0 0 i 0
0 0 0 −i
−i 0 0 0
0 i 0 0

⎤

⎥⎥⎦ . (B.10)

Evolution equations associated with these operators are

d
dt

⟨Â⟩ = ∆E
! ⟨B̂⟩+ 2V0

! eik·r1 e−iωt⟨Ĉ⟩ −2V0
! eik·r2 e−iωt⟨Ĉ⟩ −2U0

! ⟨σ̂(1)
x −σ̂

(2)
x ⟩, (B.11)

d
dt

⟨B̂⟩ = −∆E
! ⟨Â⟩+ 2V0

! eik·r1 e−iωt⟨D̂⟩+ 2V0
! eik·r2 e−iωt⟨D̂⟩ −2U0

! ⟨σ̂(1)
y −σ̂

(2)
y ⟩, (B.12)

d
dt

⟨Ĉ⟩ = −2V0
! eik·r1 e−iωt⟨Â⟩+ 2V0

! eik·r2 e−iωt⟨Â⟩, (B.13)

d
dt

⟨D̂⟩ = −2V0
! eik·r1 e−iωt⟨B̂⟩ −2V0

! eik·r2 e−iωt⟨B̂⟩+ 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩. (B.14)

Due to the relative simplicity of this model we are able to describe the dynamics of the associated expectation values with only 10
first-order equations.

Appendix B.3. Empirical loss

For the two-level system model the associated Bloch equations can be augmented with an empirical loss model. Given the similarity
with the model here, we propose the generalization

(
d
dt

+
1
T2

)
⟨σ̂(1)

x ⟩ = ∆E
! ⟨σ̂(1)

y ⟩+ U0

! ⟨Â⟩ (B.15)

(
d
dt

+
1
T2

)
⟨σ̂(2)

x ⟩ = ∆E
! ⟨σ̂(2)

y ⟩ −U0

! ⟨Â⟩ (B.16)

(
d
dt

+
1
T2

)
⟨σ̂(1)

y ⟩ = −∆E
! ⟨σ̂(1)

x ⟩ −2V0
! eik·r1 e−iωt⟨σ̂(1)

z ⟩+ U0

! ⟨B̂⟩, (B.17)

(
d
dt

+
1
T2

)
⟨σ̂(2)

y ⟩ = −∆E
! ⟨σ̂(2)

x ⟩ −2V0
! eik·r2 e−iωt⟨σ̂(2)

z ⟩ −U0

! ⟨B̂⟩, (B.18)

d
dt

⟨σ̂(1)
z ⟩+

⟨σ̂(1)
z ⟩ −σ

(1)
z0

T1
= −2V0

! eik·r1 e−iωt⟨σ̂(1)
y ⟩ −U0

! ⟨D̂⟩, (B.19)

d
dt

⟨σ̂(2)
z ⟩+

⟨σ̂(2)
z ⟩ −σ

(2)
z0

T1
= −2V0

! eik·r2 e−iωt⟨σ̂(2)
y ⟩+ U0

! ⟨D̂⟩, (B.20)

(
d
dt

+
1

TX2

)
⟨Â⟩ = ∆E

! ⟨B̂⟩+ 2V0
! eik·r1 e−iωt⟨Ĉ⟩ −2V0

! eik·r2 e−iωt⟨Ĉ⟩ −2U0

! ⟨σ̂(1)
x −σ̂

(2)
x ⟩, (B.21)

(
d
dt

+
1

TX2

)
⟨B̂⟩ = −∆E

! ⟨Â⟩+ 2V0
! eik·r1 e−iωt⟨D̂⟩+ 2V0

! eik·r2 e−iωt⟨D̂⟩ −2U0

! ⟨σ̂(1)
y −σ̂

(2)
y ⟩, (B.22)

(
d
dt

+
1

TX1

)
⟨Ĉ⟩ = −2V0

! eik·r1 e−iωt⟨Â⟩+ 2V0
! eik·r2 e−iωt⟨Â⟩, (B.23)
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(
d
dt

+
1

TX1

)
⟨D̂⟩ = −2V0

! eik·r1 e−iωt⟨B̂⟩ −2V0
! eik·r2 e−iωt⟨B̂⟩+ 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩ (B.24)

with TX1 and TX2 providing direct extensions of T1 and T2 for relaxation times associated with excitation transfer related popu-
lation and polarization operators.

Appendix B.4. Simple solution with no driving term

Suppose that we have two idealized equivalent nuclei in proximity with resonant excitation transfer and no X-ray driving term. If
we assume that the TX1 relaxation time associated with excitation transfer is the same as the two-level relaxation time T1, then we
can write

(
d
dt

+
1
T1

)
⟨σ̂(1)

z −σ̂
(2)
z ⟩ = −2U0

! ⟨D̂⟩, (B.25)

(
d
dt

+
1
T1

)
⟨D̂⟩ = 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩. (B.26)

A relevant solution to these equations is

⟨σ̂(1)
z −σ̂

(2)
z ⟩ = 2e−t/T1 cos

(
2U0

! t

)
. (B.27)

In this model the occupation probability oscillates back and forth, decaying with the expected decay constant for an excited state.

Appendix B.5. Excitation transfer to an unstable final state

Suppose that we start with a nuclear system in a stable excited state in proximity to a nucleus in a stable ground state, where
excitation transfer couples to a final state where the upper state of the newly promoted excited nucleus is very unstable. In this case
we can develop a simplified description according to

d
dt

⟨σ̂(1)
z ⟩ = −U0

! ⟨D̂⟩, (B.28)

d
dt

⟨σ̂(2)
z ⟩+

⟨σ̂(2)
z ⟩ −σ

(2)
z0

T1
=

U0

! ⟨D̂⟩, (B.29)

(
d
dt

+
1
T1

)
⟨D̂⟩ = 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩, (B.30)

where we have assumed that the destruction of the excitation transfer term is dominated by the decay rate of the unstable excited
state. We can solve approximately for ⟨D̂⟩ to get

⟨D̂⟩ = 2U0

! T1⟨σ̂
(1)
z −σ̂

(2)
z ⟩. (B.31)

We can make use of this to develop an estimate for the loss of the initial excitation

d
dt

⟨σ̂(1)
z ⟩ = −2

(
U0

!

)2

T1⟨σ̂
(1)
z −σ̂

(2)
z ⟩. (B.32)



140 P.L. Hagelstein / Journal of Condensed Matter Nuclear Science 27 (2018) 97–142

Appendix C. Impact on Internal Conversion

A reviewer has noted that we do not appear to consider the impact of internal conversion on the model, and on the excitation transfer
process, and encouraged us to provide some discussion.

We note that an excited nuclear state can decay radiatively, and generally can also decay through internal conversion wherein the
nucleus is de-excited with the excitation energy split between the electron removal energy and kinetic energy. In our experiments
we can see gammas at 14.4 keV associated with the radiative decay of the 14.4 keV excited state of 57Fe, and also the Fe Kα

results from K-shell holes created via the absorption of a K-shell electron by the 57Co nucleus during beta decay as well as from
the internal conversion of the 14.4 keV state. Internal conversion of the highly-excited 136.5 keV state is much weaker, resulting in
only a minor contribution to the creation of K-shell holes [49].

In general, a high internal conversion coefficient means that the efficiency of gamma emission is reduced, which generally
makes it technically more difficult to carry out an experiment. For example, there are no Mossbauer experiments with the 1.565
keV transition in 201Hg which has a very high internal conversion coefficient.

We would not expect phonon exchange and excitation transfer to have much effect on the internal conversion rate for states that
are on resonance, primarily since it is so difficult to have much of an impact on the structure of an excited nuclear state, on a K-shell
electronic orbital, or on the energy available for internal conversion. The reviewer has argued that in the presence of a highly-excited
phonon mode that it is possible for the electron orbitals to be modified, resulting in changes to the rate for internal conversion. This
may be true for the small contribution to internal conversion from the outer electron orbitals that could be modified due to strong
lattice vibrations, and would require electron spectroscopy to see. We have not found papers in the literature discussing theory or
experimental results for this.

In the absence of loss mechanisms we would expect resonant excitation transfer to be efficient in transferring excitation from
one nucleus to another. However, loss can greatly reduce the efficiency for resonant excitation transfer, as can be seen in the model
discussed briefly in Appendix B. For low energy nuclear transitions we would expect the dominant loss mechanism to be internal
conversion, so the internal conversion rate in general will limit how much excitation is transferred. In this case the T1 and TX1

parameters in the model will be dominated by internal conversion.
In a recent free-electron laser experiment the acceleration of the radiative decay of excited nuclei has been observed due to

Dicke superradiance [50]. In such an experiment the internal conversion coefficient would be changed since the radiative decay rate
is accelerated.

There appear discussions in the literature of possible modifications of the rate of internal conversion due to resonances [51] and
an electron bridge [52].

In the main text there is a discussion of the possible acceleration of the rate for excitation transfer due to loss effects, as long as
the loss for the different basis states is changed. For the nuclear part of the problem this involves internal conversion for low-energy
nuclear transitions.

We have discussed in the text a modification of the incremental ratio of the 14.4 keV intensity relative to the Fe Kα intensity in
our excitation transfer experiments. As discussed above we are considering an interpretation of this involving new decay channels
opening for off-resonant basis states.
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Study on the Phenomenon Reported “Neutron Generation at Room
Temperature in a Cylinder Packed with Titanium Shavings and

Pressurized Deuterium Gas” (4)
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Abstract

In a previous paper, the Coulomb and nuclear forces between deuteron–deuteron (d–d) particles using the Coulomb formula and the
Yukawa formula were calculated and compared. The force of each of them was evaluated in accordance with the distance between
them, near the surface of an atomic nucleus. As a result, it was found that there were two regions. One of them is the stronger
Coulomb force region and the other is the stronger nuclear force region. At the boundary of these regions, both forces are equal
to each other. It appears that if the adsorbed deuterium atom in ligancy 2 and the desorbed free deuteron are placed in a suitable
magnetic field, both the electron in the adsorbed deuterium atom in ligancy 2 and the desorbed free deuteron are influenced by the
magnetic lines of force. The author deemed that there might be an aperture of the energy barrier. If there is the aperture of such
an energy barrier, there must be a possibility for two deuterium nuclei to collide and produce nuclear fusion without being under
tremendous high temperatures. To confirm this possibility, the author has studied and evaluated the behavior of the charged particle
and calculated the working force under the homogeneous and stable magnetic field. As an example, under this influence in the
magnetic field, the working force, the behavior of a deuteron, a co-existing deuteron and an adsorbed deuterium atom in ligancy 2
have been analyzed. However, the working force to the particle, the Lorentz force, is very small compared to the Coulomb force.
The motion of the charged particle and the electron orbital plane in an adsorbed deuterium atom in ligancy 2 in the magnetic field
is the preferable direction. To analyze the possibility of nuclear fusion at room temperature, it is thought that a more advantageous
circumstance than that proposed in this paper should be prepared.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Coulomb force, Deuterium, Lorentz force, Magnetic field, Nuclear force

1. Introduction

In the previous paper [1], the Coulomb force and nuclear force between d–d atoms, a deuteron and a deuterium atom
in ligancy 2 were calculated. The working force between the deuteron and the deuterium atom in ligancy 2 indicated

∗Retired. E-mail: takaysami@yahoo.co.jp.
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a difference compared to the force between the d–d atoms. This means that the result was caused by circumstantial
change.

First of all, when adsorption and/or desorption occurs, the deuterium atoms existence in the Ti shavings brings
about a change to the electron orbit, and therefore a loss of the electron in the deuterium atom. As a result, there is a
change of the force relation between the deuterium atoms.

The deuterium atoms in the cylinder packed with Ti shavings are adsorbed by the Ti shavings under the pressurized
and cooled conditions and form the specially combined state with Ti atoms [2], that is, the deuterium atom in ligancy 2.
After that, it seems that if there is a temperature rise under the pressurization or evacuation, some deuterons desorbed
from the Ti shavings produce neutrons.

This paper intends to analyze the behavior, movement and interaction of particles that coexist in the magnetic field
and report the movements caused by the magnetic lines of force (MLF), and to determine whether these MLF have the
effective influence over the deuterium atom in ligancy 2 and desorbed deuteron and force them to collide with each
other.

2. Behavior of the Particles in the MLF

2.1. Deuterium atoms in ligancy 2

This analysis is based on a simplified model of the deuterium atoms in ligancy 2. They only combine with two atoms
in the Ti crystal cage in Ti shavings [1,2], when placed in a magnetic field. The behavior before and after irradiation

Figure 1. Behavior of the nucleus and its electron in deuterium atoms in ligancy 2 before and after the irradiation of the MLF in the assumed
model.
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(a) The Lorentz force working towards the particle entered into the homogeneous magnetic field at a right angle
to the MLF is indicated by the green arrow.

(b) The locus of the particle proceeding at a right angle to the MLF is indicated by the blue circle.

Figure 2. The motion of a positively charged particle in the homogenous magnetic field at a right angle to the MLF [3].

of the MLF is indicated by the image in Fig. 1 (a) and (b), respectively.
We can say that the model indicated in Fig. 1 simulates, as it were, Fleming’s right-hand rule at work on an electron

going around the nucleus and entering into the magnetic field, where two Ti atoms with an adsorbed deuterium atom
in ligancy 2 are located.

It appears that the motion state of the electrons going around the nucleus are not changed by the Lorentz force
because they are stabilized in the magnetic field by being at a right angle to the direction of the MLF and the direction
of the nuclear axis. The axis is parallel to the MLF even though the electron orbit is constrained by the Ti atoms.

2.2. A positively charged particle that has entered into the MLF at a 90◦ angle

When a charged particle enters into the magnetic field at a right angle to the MLF, Lorentz force works in an easterly
direction as indicated by the green arrow in Fig. 2 (a) and (b).

2.3. A positively charged particle entered into the MLF at the inclined angle θ

If a positively charged particle enters into the MLF with velocity at a right angle, it accepts the Lorentz force and it
moves in accordance with the circular motion as indicated in Fig. 2(b). However, if it enters at an inclined angle to
the direction of the MLF, it will move in accordance with a spiral locus on the condition of the initial velocity and the
inclined angle to the MLF by the Lorentz force. This is indicated by the image in Fig. 3.
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Figure 3. The motion of the example of a positively charged particle proceeding in a northerly direction (N) with an inclined angle, θ to the MLF
[3].

It means that the bare deuteron entered with an inclined angle to the magnetic lines of force can enter into the plane
including the nucleus and an electron in the deuterium atom in ligancy 2 indicated in Fig. 1. So we can expect that
the deuterons will be able to enter into it avoiding the barrier of electrons and approach near the nucleus by specified
probability.

Here we assume the following example that the deuteron goes to the north direction (N) with inclined angle θ to
the magnetic lines of force indicated in Fig. 3.
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It seems that the positively charged particles (or deuterons) entered at an inclined angle θ to the MLF can individ-
ually enter onto a plane with a nucleus and an electron (here after referred to as PLANE) in the deuterium atom in
ligancy 2 as indicated in Fig. 3.

It appears that positively charged particles will be able to enter into the MLF avoiding the barrier of electrons and
approach close to the nucleus under specified conditions.

3. The Influence of the MLF on the Coexistence of Deuterons and Absorbed Deuterium Atoms in
Ligancy 2

3.1. Analysis of the movement of a deuteron with velocity, v, in the MLF

In the magnetic field, it appears that the direction of all the nuclear axes of the deuterium atoms in ligancy 2 are parallel
to the direction of the MLF as indicated in Fig.1 (b). If a deuteron enters into the circumstance indicated in Fig. 1(b),
the locus of its movement will be circular or spiral in accordance with the angle of incidence to the MLF and its
velocity, v.

3.2. Behavior of deuterons in the cylinder packed with Ti shavings based on the analysis in Section 3.1

In accordance with the findings in Section 3.1, we can anatomize the behavior of the bare deuterons in the cylinder
packed with Ti shavings. In the previous experiment [4], deuterons move in every direction. Two kinds of motions
must occur and the possibility of the spiral motion is more probable than the circular motion.

Deuterons that are not moving at a right angle to the MLF, must move in accordance with the spiral locus, and
then they will be able to go through the PLANE. Provided they go through the aperture of the Coulomb energy barrier
by matching the Lorentz force of each deuteron, and each deuteron accepts the Lorentz force, they will be able to
overcome the surrounding influential power.

If this occurs, there is a possibility that some deuterons will enter into the region within the circle with the radius of
17 fm from the center of the nucleus, or the possibility that some of them will collide with the nucleus of a deuterium
atom in ligancy 2, as indicated in Fig. 3. This is the region where the nuclear force (Fn) is stronger than the Coulomb
force (Fc), hereafter referred to as the “Region of NSTC”.

3.3. Presumed actual movement of a particle in the experimental cylinder

The fundamental kinds of movements of a positively charged particle in the magnetic field are explained in Sections 3.1
and 3.2. However, as there are many particles in the cylinder, including deuterium molecules and desorbed deuterons,
each of these will collide. It would appear that each particle proceeds, on average, the distance of the mean free path.
If the cylinder is not placed under the irradiation of the magnetic lines of force, the locus of each mean free pass
of a positively charged particle is a straight line and it would appear that the locus of a particle is composed of the
combination of segments of a straight short locus as indicated in Fig. 4 [5].

However, if the cylinder is placed in a magnetic field, the form of each mean free path will be the short part of a
circular segment or a spiral segment. The locus of the movement of a deuteron is composed of a combination of these
segments.

4. An Example of Motions of a Deuteron with Velocity, v, in the MLF

It should be assumed that the cylinder packed with Ti shavings, containing pressurized deuterium gas, is kept at a
cooled state of –30◦ after being cooled to liquid nitrogen temperature and that this cylinder is in the magnetic field.
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Figure 4. A locus of presumed molecular motion, repeating collision in the gas phase.

The temperature “–30◦” was selected because it is the experimental temperature at which neutron emission occurs [4].
Of course, the cylinder should be made of nonmagnetic material.

In the calculation of the mean velocity of a deuteron in the MLF, it is assumed that there is a deuteron which goes
through the region of the PLANE in a deuterium atom in ligancy 2. Under the following conditions, the radius of the
spiral locus can be calculated.

The angle of incidence to the MLF: 45◦. The temperature of a deuteron and deuterium gas in the cylinder after
being cooled to liquid nitrogen temperature: –30◦. The mean velocity of a deuteron using the following formula and
numerical value can be calculated.

C = (8RT/πM)1/2, (1)

where C, R, T and M are mean velocity (cm/s), gas constant (R = 8.317× 107 erg deg−1 mol−1), temperature
(T = 243.2 K) and deuteron mass (M = 2.014 g/mol), respectively. Substituting these numerical values to formula (1)
C ! 15.99 × 104 cm/s. It appears that the deuterons with a plus charge in the cylinder will be influenced by Lorentz
force.

The Lorentz force indicated in Fig. 3 is indicated by formula (2)

FL = qvB sin θ, (2)

where FL, q, v, B and θ denote Lorentz force, N , an electrical charge value, C, velocity of the deuteron (m/s), magnetic
flux density, T and an angle between the direction of the MLF and the direction of the velocity of a deuteron (degree),
respectively. “v” is indicated by the image in Fig. 3.

Centrifugal force, can be indicated in the following formula (3), providing that there is a right angle between the
direction of the proceeding deuteron and the MLF.

F = mv2/r, (3)

where F,m, v and r denote centrifugal force, deuteron mass, velocity of the deuteron and the radius of the circular
motion of the deuteron, respectively.
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When the angle between the proceeding deuteron and the direction of the MLF is θ, the component of the centrifu-
gal force (Fr) at right angles to the MLF is indicated by formula (4).

Fr = m(v sin θ)2/r. (4)

Using formula (2), the subsequent formula is established.

m(v sin θ)2/r = qvB sin θ. (5)

Substituting the following numerical value, the calculation result is indicated as:
θ = 45◦, m = 3.348 × 10−27 kg, v = 15.99 × 104 cm/s = 15.99×102 m/s (calculated from Eq. (1)), q = 1.602 ×
10−19 C and B = 10 T, r = 236.3× 10−8 m.

In this connection, pitch (l) of the spiral locus is as follows.

l = v cos θ × (2πr/v sin θ). (6)

Substituting numerical values to formula (6), l = 1484× 10−8 m.
It appears that the calculated value of the spiral diameter is far larger in this example compared to the electron

orbital diameter in the deuterium atom in ligancy 2 [6].
Judging from the calculated value of the radius of the spiral locus under the assumed condition, if the deuteron

goes through into the PLANE, the partial short locus of a deuteron near this region is almost a straight line. In the
execution of this experiment, a suitable strength of the magnetic field should be predetermined.

The nuclear force at a distance of 17 fm from the nucleus, has an attractive nuclear force (Fn) of 0.00500 MeV/fm
(! 0.801 N) as shown in Fig. 5 [7,8]. On the other hand, the Lorentz force is 1.811×10−15 N. The Lorentz force is far
weaker compared to that of an attractive nuclear force in the region of NSTC where the nuclear force is nearly equal
to or stronger than the Coulomb force.

As the moving direction of a free deuteron has a possibility of being any direction in the experimental cylinder, it
is possible some free deuterons will enter into the region of NSTC at any angle where the nuclear force is nearly equal

Figure 5. Comparison of Coulomb forces and attractive nuclear force. All the forces are indicated in their absolute values. Fn, nuclear force
(attraction),Fc, Coulomb force (repulsion). All the forces are indicated in their absolute values. Fn: nuclear force (attraction), Fc: Coulomb force
(repulsion). Pair charge values of each force are Fn: (1 eV, 1 eV) and Fc: (1 eV, 1 eV), respectively.
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Figure 6. Comparison of Coulomb forces. All the forces are indicated in their absolute values. Fc: Coulomb force (repulsion), Flig2: Coulomb
force (attraction). Pair charge values of each force are Flig2: (1 eV, –0.157 eV) and Fc: (1 eV, 1 eV) , respectively.

to or stronger than the Coulomb force. The possibility of entering into the region of NSTC is more important than the
magnitude of the Lorentz force in the magnetic field.

The most important condition is that the angle between all the PLANE and the MLF becomes a stable right angle
and its condition prepares for the free deuteron to be able to enter into the region of NSTC. For reference, two curves
of Coulomb force (Fc) and an attractive nuclear force (Fn) are shown in Fig. 5 [1].

In Fig. 5, the comparison of Fc and Fn is indicated. The line of Flig in Fig. 6 indicates an attractive force between a
deuterium atom in ligancy 2 and a deuteron in the range from 0.53 to 0.73 Å. In paper [1], all the lines of force including
Flig2, which work between the deuteron and the deuterium atom in ligancy 2 in a range equal to or shorter than 25 fm
were shown without any explanation. The paper was, intended to indicate the general comparison and tendency of the
magnitude of each force. However, Fig. 5 in paper [1] gives no explanation about the scope of influence of Flig2. So,
the revised graphs have been devised in this paper in Figs. 5 and 6 separately.

So, this paper includes Figs.5 and 6 to demonstrate these forces separately.

Fn = −ge−κr(1/r2 + κ/r), (7)

where g and κ are constants. (Constants g and κ are produced by fitting them with the improved Yukawa formula,
g = −8.501× 104, κ = 0.804.) r is the distance (fm) between two nuclei and Fn is the nuclear force (MeV/fm). We
can evaluate the Coulomb force between them by applying Coulomb formula.

Fc = (1/4πε0)(qq
′/r

2
), (8)

where Fc, ε0, q, q′ and r denote Coulomb force, vacuum dielectric constant, charge (q, q′) and the distance between
the two charges, respectively.



T. Asami / Journal of Condensed Matter Nuclear Science 27 (2018) 143-151 151

5. Conclusion

Based on the analyzed results of previous papers [1,2], it has been deemed necessary to prepare the circumstance for
a deuteron to be able to approach and collide with a nucleus. It was thought that under such circumstance in the
MLF, free deuterons should be able to go through the aperture of the energy barrier. In order to verify this, the related
working force to the deuteron in an assumed model was calculated.

Because the force of a deuteron in the MFL under 10 T is too small compared to the Coulomb force in the region,
it is difficult for the positively charged particle to have a chance to go through the aperture of the Coulomb energy
barrier near the boundary region of NSTC. It appears that the magnetic field effects would not have enough impact on
tunneling through the Coulomb barrier as they are too weak, although the detailed calculation is necessary to evaluate
the tunnel effect.

A more advantageous circumstance should be prepared to ensure the success of this experiment whereby the
desorbed nucleus has a matching force to go through the aperture of the Coulomb energy barrier.
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Plasmonic Field Enhancement on Planar Metal Surfaces for
Condensed Matter Nuclear Fusion
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Abstract

The enhancement of electromagnetic field energy density around planar metal/dielectric interfaces has been quantitatively investi-
gated. We have found that a certain degree of enhancement is available for Pd, Ni, and Ti, which are commonly used in the field
of condensed-matter nuclear fusion. Our results indicate that this electromagnetic boosting effect may have been unknowingly pro-
duced in the experiments reported so far, particularly for the electrolysis-type ones. Importantly, this plasmonic enhancement occurs
in the case of an optical-power incidence as well as an electric-bias application. It is therefore important to design and optimize the
experimental systems, including the choice of materials, structures, and operating conditions, while accounting for the plasmonic
energy enhancement effect around the metal surfaces.
c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Electromagnetic field, Electrolysis, Interface, Laser, Metal, Nanophotonics, Plasmonics, Power/energy density

1. Introduction

The power density supplied to deuterium–metal systems may be one of the key factors that activate the condensed-
matter nuclear fusion reaction. Free electrons in metals, particularly around metallic surfaces or interfaces with di-
electric media, exhibit strong interaction with electromagnetic fields or light in a form of collective oscillation, named
surface plasmons [1–7]. We previously proposed and analyzed the electromagnetic energy focusing effect around
metal nanoparticles and nanoshells that significantly increases the reaction probability [8]. In the present work, we
show quantitatively that such plasmonic field enhancement is exerted also on planar metal surfaces.

2. Calculation Methods

We calculate the field enhancement factors, which are the intensity ratios of the fields around the object to those in
the absence of the object (metals in this case), or the original incident fields, for planer metals in D2 (or vacuum) and
D2O. These calculations, which are based on the classical electromagnetic field theory, show quantitatively how much

∗E-mail: tanabe@cheme.kyoto-u.ac.jp.

c⃝ 2018 ISCMNS. All rights reserved. ISSN 2227-3123



K. Tanabe / Journal of Condensed Matter Nuclear Science 27 (2018) 152–157 153

Figure 1. Schematic spatial cross-sectional view of the material system considered in this study for the calculations of field enhancement factors.

energy can be concentrated from the incident optical or electric power. The empirical complex dielectric functions of
metals and of the surroundings on frequencies listed in References [9,10] are used for the computation in this paper.
The dielectric functions of D2 (or vacuum) and D2O were assumed equal to those of the air and H2O, respectively.
We adopted the scheme to derive the maximum field enhancement described in [11]. Removing the noble-metal
approximation in [11], as described in detail in the following, we have fully calculated the field enhancement factors
for the metals of Pd [12–15], Ni [16–18], and Ti [13,14,19], which are commonly used in the community of condensed-
matter fusion.

Figure 1 shows a schematic cross-sectional view of the system under consideration. Let ε1 and ε2be the frequency-
dependent complex permittivities or dielectric functions of the surrounding medium and the metal, respectively. θ is
the incident angle. We assume an incidence of a p-polarized plane wave as the original electromagnetic field and its
coupling into a surface-plasmon mode to determine the maximum field enhancement factors. Following the procedure
described in [11], the energy flux towards the x direction per unit length in the y direction (i.e., the Poynting vector)
can be formulated as

PSP =
c

8π

∫ ∞

−∞
Re
(
E⃗SP × H⃗∗

SP

)
· x̂n dz =

ωε1
16π

∣∣∣E⃗SP (0+)
∣∣∣
2

|q1|2+ |kSP|2
Re
{
kSP (ε1q′1 + ε2q′2)

ε2q′1q
′
2

}
, (1)

where c is the speed of light, E⃗SP and H⃗SP are the electric and magnetic fields of the surface-plasmon mode:

H⃗SP = Hy ŷ exp {i (kSPx− ωt)− q1z} , z > 0

= Hy ŷ exp {i (kSPx− ωt) + q2z} , z < 0, (2)

E⃗SP =
c

ε1ω
Hy (iq1x̂− kSPẑ) exp {i (kSPx− ωt)− q1z} , z > 0

=
c

ε2ω
Hy (−iq2̂x− kSPẑ) exp {i (kSPx− ωt) + q2z} , z < 0. (3)
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Hy is the amplitude of the magnetic field of the mode. E⃗SP (0+) is the electric field at the metal surface. ω is the
frequency of the field. q1 and q2are the complex wave vectors in the z-direction in the surrounding medium and the
metal, respectively. kSP is the complex wave vector of the surface-plasmon mode in the x-direction. The wave vectors
are calculated by

qj =
ω

c

(
−ε2j

ε1 + ε2

)1/2

(j = 1, 2), (4)

kSP =
ω

c

(
ε1ε2

ε1 + ε2

)1/2

. (5)

The real and imaginary parts of complex quantities are indicated by primes and double primes, respectively. The
energy dissipation flux of the surface plasmon mode is then

−dPSP

dx
= αPSP = 2kSP”PSP =

ωε1
8π

kSP”

∣∣∣E⃗SP (0+)
∣∣∣
2

|q1|2+ |kSP|2
Re
{
kSP (ε1q′1 + ε2q′2)

ε2q′1q
′
2

}
, (6)

where α is the absorption constant. On the other hand, the energy flux provided into the metal surface by the coupling
of the external field into the surface-plasmon mode can be written as

c

8π
ε1/21 cos θ

∣∣∣E⃗0

∣∣∣
2
(1−R) , (7)

where E⃗0is the electric field of the incident wave, or namely the external field. R is the reflectivity at the metal surface.
In the steady state, those two energy fluxes are equal to each other based on the conservation of energy, and therefore

ωε1
8π

kSP”

∣∣∣E⃗SP (0+)
∣∣∣
2

|q1|2+ |kSP|2
Re
{
kSP (ε1q′1 + ε2q′2)

ε2q′1q
′
2

}
=

c

8π
ε1/21 cos θ

∣∣∣E⃗0

∣∣∣
2
(1−R) . (8)

We come to derive the field enhancement factor this way:

η ≡

∣∣∣E⃗SP (0+)
∣∣∣
2

∣∣∣E⃗0

∣∣∣
2 =

c
(
|q1|2+ |kSP|2

)
cos θ (1−R)

ωε1/21 k′′SP Re
{

kSP(ε1q′1+ε2q′2)
ε2q′1q

′
2

} . (9)

Note that this field enhancement factor is defined as the ratio of field intensities and not field magnitudes. Weber
and Ford used an approximation ε′′2≪−ε′2. They rationalized this approximation by the non-lossy nature of the noble
metals, which were the only materials they dealt with in [11], so they ended up with a much simpler formula. In
contrast, we fully calculate the enhancement factors as Eq. (9) removing the approximation to properly deal with the
relatively lossy metals in this study. It should be noted that our calculation is only based on the Maxwell equations and
involves nothing exotic or physically novel.
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Figure 2. Electromagnetic field enhancement factors on planar Pd, Ni, and Ti surfaces in (a) D2/vacuum and (b) D2O.

3. Results and Discussion

Figure 2 shows the calculated spectra of field enhancement factors at the metal surfaces of Pd, Ni, and Ti, which
have been conventionally used for deuterium-containing fuel materials in the field of condensed-matter nuclear fusion,
in D2 or vacuum (Fig. 2(a)) and D2O (Fig. 2(b)). We assumed normal incidence (θ = 0) and perfect coupling of
the external field into the surface-plasmon mode (R = 0) to determine the maximum possible enhancement in this
calculation. Local energy enhancement of a certain degree is seen in the spectra. The metal surfaces can this way
concentrate optical or electromagnetic energy in their vicinity. Among all metal elements, Al and the noble metals
Ag, Au, and Cu are known to exhibit distinctively higher field enhancement factors than other metals, due to their
high conductivity [10,11,20]. A certain level of field enhancement, however, is still attainable even for the metals
commonly used for condensed-matter fusion, as seen in Fig. 2. Importantly, a certain number of the electrolysis-
type condensed-matter nuclear fusion experiments reported so far may actually have unknowingly benefited from
this plasmonic local energy enhancement effect. If the spatial density of the reactive sites and the nuclear-reaction
probability had been sufficiently high, the fuel samples would have been highly energy-absorptive and thus the given
incident energy would have been almost perfectly absorbed and converted for the reaction excitation, and therefore
the electromagnetic enhancement effect we present in this work would have hardly contributed to the nuclear-reaction
rate. In reality, however, the situation seen in many experimental reports in the community is likely the very opposite,
and therefore the enhancement of the supplied energy density around the nuclear-reaction sites would increase the
reaction rates by providing a larger opportunity and a larger amount of energy to be absorbed and then utilized for the
excitation.

It should be noted that coupling of incident electromagnetic or optical energy into surface-plasmon modes does not
occur at perfectly smooth metal surfaces. In this case, there is no enhancement of the electromagnetic energy, because
of the extremely large reflectivity at the metal surface. Surface structures with scales smaller than the wavelength of
the external or incident fields are required for efficient plasmon coupling to induce the enhancement effect [1,3,21–24].
The surface structure is not necessarily periodic, but random roughness can also generate surface plasmons [1,25,26].
The possibility of the existence of intrinsic micro/nanoscale roughness or roughness induced in the electrolysis pro-
cesses on metal surfaces in the past experimental works is easily assumed. It is therefore supposed that there is still
some surface-plasmon electromagnetic enhancement effect even for the metal plate samples, not to mention for the
metal samples with micro/nanostructures with the abovementioned plasmon-coupling mechanism. It is highly possible
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that the reason many of the successful experimental reports have used samples with micro/nanostructures [18,27–30] is
partly attributed to the plasmonic enhancement effect. Another evidence for this speculative plasmonic boosting effect
is that there have been a number of successful experimental reports with the application of alternative or modulated
electrical bias rather than stationary field [31–33], which may have unknowingly excited the surface-plasmon oscilla-
tion. Incidentally, we believe that the plasmonic enhancement effect, assuming it exists, is not the sole clue to solve
the mystery of the energy supplied to overcome the gigantic Coulomb barrier to produce the fusion reaction observed
with visible rates. But it is one of the multiple factors not yet understood, which researchers may have applied without
realizing to multiply the chance of a reaction resulting in the production of anomalous experimental outcomes such as
excess heat [12,16–18,27–30,33,34], radiation [12–14,19,32], and elemental transmutation [15,34,35].

The electromagnetic model studied in this work can be a useful tool for the improvement of experimental systems,
including the sample material structures, in the condensed-matter fusion field. This sort of numerical model, inciden-
tally, is flexible and simple to connect to other models, and may be included in a comprehensive model by combining
with transport and reaction submodels [36], for instance. The size aspect of the metal surface structures should also be
accounted for the optimizing design of the deuterium-containing metal composite materials used for condensed-matter
fusion, because of the scale-dependent bandwidth of plasmon resonance, surface scattering or radiative loss, and elec-
trodynamic damping, as discussed in [8]. The enhancement approach presented in this study may enable fusion with
significantly lower deuterium loading than reported so far [37,38]. Note that this plasmonic energy focusing scheme
is applicable not only for the conventional electrolysis-type condensed-matter fusion but also with additional optical
excitation sources such as lasers, since the electromagnetic field enhancement is equivalent for both systems.

4. Conclusion

In this work, we have quantitatively investigated the enhancement of electromagnetic field energy density around planar
metal/dielectric interfaces. We have shown that the metals of Pd, Ni, and Ti commonly used in the field of condensed-
matter fusion research intrinsically exhibit a certain degree of field enhancement, not only for their particulate form,
but also for plates. Our results indicate that this electromagnetic boosting effect may have been unknowingly produced
in the experiments reported so far, particularly for the electrolysis-type ones. Importantly, this plasmonic enhancement
occurs in the case of an optical-power incidence as well as an electric-bias application. It is therefore important to
design and optimize the experimental systems, including the choice of materials, structures, and operating conditions,
while accounting for the plasmonic energy enhancement effect around gas-, vacuum-, or liquid-metal interfaces.
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