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PREFACE

This report reviews research activities on the polarized Pd/D2O system. In contrast to the
pioneering work of Fleischmann and his collaborators, we consider only events at,
and/or, within Pd electrodes prepared by the co-deposition technique developed in this
laboratory. Our effort proceeded along two paths: (i) investigation of thermal and nuclear
events in the Pd host lattice and (ii) examination of the role of the interphase region.
These paths were undertaken to assess the intensity of events and to provide some
information on the factors controlling the initiation and maintenance of excess enthalpy
generation, i.e., the “performance envelope”.

The results of subsequent research were reported in a number of publications and in the
Technical Report 1696 (Sept. 1995). The latter was devoted almost exclusively to the
thermal behavior of the polarized Pd/D-D2O system with emphasis on the detailed
analysis of the calorimetry of electrochemical cells written by Prof. Fleischmann.

The present report contains papers which have been published, are in the course of
publication, prepared for publication and those that have been rejected. In the latter case,
comments of reviewers and the editor's decision are included to show the inherent bias of
some editors. The contributions of Mel Miles of the University of LaVerne and Scott
Chubb (deceased) from NRL are included.

It should be noted that the results of Fleischmann and his collaborators were questioned
because they did not fit into the accepted views of the d+ + d+ fusion path. Indeed,
because of the confusion that resulted from this assumption, at an early stages,
nonsensical arguments were used in opposition to “cold fusion”, eg., the number of
negative results is greater than positive, ergo “cold fusion should be rejected on statistical
grounds”. Most distressing was the attitude of editors of scientific journals where papers
submitted for publication were rejected, often with inappropriate comments.



Chapter I: Emergence of Cold Fusion

I.1 Introductory Remarks

More than a decade ago, Professors Fleischmann and Pons announced that at low
temperatures and pressures, nuclear reactions can be initiated by compressing deuterium
into the palladium lattice and that these events manifest themselves in the form of excess
enthalpy production. This could be demonstrated by a simple experiment which does not
require the use of specialized equipment; only a cell/calorimeter, a palladium rod, a
platinum counter electrode and a galvanostat are needed. What was not clearly stated was
(i) that the experiment is difficult in the sense that long incubation times are required - far
in excess of those needed to completely saturate the Pd lattice with deuterium - (ii) that
more than a rudimentary knowledge of electrochemistry is essential.

The chronology of events leading to the discovery of cold fusion is not clear. Early
reports show that low energy nuclear events were observed in the 1930s and 1940s and
reported, not only in scientific journals, but also in textbooks on inorganic chemistry.
There were no reported activities until the 23 March 1989 press conference. The timing
and mode of the announcement was forced upon Fleischmann and Pons to preserve
priority of the discovery - Fleischmann and Pons versus Jones (Bringham Young
University). We do not know what led Jones to his work on this subject. But we do know
why Fleischmann has undertaken this research. The thought processes and events
preceding the announcement are presented in papers “Background of cold fusion: the
genesis of a concept” and “Searching for the consequences of many-body effects in
condensed phase systems” written by Prof. Fleischmann. These papers are included to
demonstrate that the F-P discovery was not an accident but rather the result of years of
research.

2
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Background to Cold Fusion: the Genesis of a Concept 

Ni Fleischmann 

Bury Lodge, Duck Street, Tisbury, Salisbury, Wilts., SP3 6LJ, U.K. 

The scheme of research which led to the start-up of the project now known as 
"Cold Fusion" is illustrated by Fig. L We note that it is commonly believed that there 
is absolutely no way of influencing Nuclear Processes by Chemical means: therefore, 
any results that demonstrate that this might be possible must be due to faulty 
experimentation, delusion, fiaud etc. However, any enquiry as to the experimental 
foundation of the first statement in Fig, 1 is normally met by the response: "because 
quantum mechanics, Q.M., shows that this is so" 1  (see further below). We are driven 
to the conclusion that this first statement is just part of the belief-system of Natural 
Scientists and we naturally also have to ask the question; 'what conclusion would we 
draw if we subject the statement to the dictates of Field Theory ?"2,3  

In the 1960's we started a series of research projects aimed at answering the 
Question; "can we find illustrations in Chemistry (especially Electrochemistry) of the 
need to invoke the Q.E.D. paradigm to explain the results obtained 7' The opposition 
we encountered in applying this line of reasoning to the first of these projects, 
(i) the kinetics of fast reactions in solution at short space-times (2x1(-22cm.s to 
3x10-12erns), see Fig.1, convinced us that such research had to be carried out using 
"hidden agendas", see Fig. 2 

Which coincidentally explains why I did not start this project at any time during the period 1947-1983 
2  It is well known that the Quantum Mechanical Paradigm is incomplete and that the inconsistencies 
produced by this paradigm are removed by Quantum .Field Theory, Q_F.T., (or Quantum 
Electrodynamics, QED., for applications to ordinary matter), 
3  Critiques based on the application Q.M. to dilute plasmas are usually extended to cover fusion in 
condensed matter. The statement "no neutrons, no fusion' is a typical example of this reasoning. We 
note that an excellent text book covering the application of QED. to condensed matter is available (1). 
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Fig. 1. The scheme of research which led to the start-up of the "Cold Fusion" project. 
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Fig. 2 The "hidden agendas" of the research project& 

Thus, using such agendas, the systems are investigated within the accepted models of 
C.M. or QM.: the influence of many-body effects and of Q.E.D. had to emerge from 
the interpretation of the results. It will be evident that this particular strategy had the 
advantage of avoiding the presupposition of the importance of Q.E.D.; for example, it 
might well have turned out that such effects were unimportant andisor not measurable. 
The strategy also had the advantage of avoiding the premature criticisms of the 
multitude of scientists opposed to the application of Q.E.D. to condensed phase 
systems The overall aim was the illustration of the developments of inconsistencies 
arising from the purely atomistic view of Quantum Physics: we need to answer the 
question whether the description of Nature requires collective dynamics (field 
dynamics in the physical jargon) for the analysis of the seemingly individual 
phenomena. 

One conclusion which followed from these investigations of (i)-( v) was that 
condensedphase systems developed structures having dimensions lying between 
—100-1000A, , structures that played a crucial role in the behaviour of the systems.' 
At a later date, we adopted the terminology of Q.E.D. Coherence (1) by describing the 
separation of the bulk material into Coherent and Incoherent Domains. We will 
confine attention here to just one of these topics (i)-(v) namely, surface X-ray 
diffraction, (iv), as this methodology gives direct information about the structure of 
electrolyte solutions (topics (i) and (ii) were described briefly in the Proceedings of 
the Ninth International Conference on "Cold Fusion",(2)). Two factors made such a 
seemingly impossible project feasible, (3), The first was the advent of position 
sensitive single photon counting, Figs. 3A and B, the second was the use of 
modulation techniques to enhance the selectivity towards surface diffraction, Figs. 4A 
and B. Fig. 3A illustrates the details of the methodology originally proposed, the use 
of a multi-wire proportional counter in combination with a bright rotating anode 
source. However, in view of restrictions in the funding, the project was eventually 
carried out with a linear position sensitive detector in combination with a fixed anode 
source. We estimated that this caused a degradation in the performance by a factor in 
the range 100 to 1000. Fig. 4A illustrates the diffi-actogram obtained when using a 
thin layer cell containing an electrode consisting of a thin film of silver. We observe 

4  It follows, therefore, that the effects of these structures are most readily investigated by carrying out 
experiments on systems having such small dimensions. 
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the (111) and (200) diffractions of silver superimposed on a broad background due to 
diffraction from the aqueous solution in the cell. Clearly, such diffractograms do not 
give any useful information. However, modulation of the potential between the values 
for the observation of the silver surface alone and that for underpotential deposition 
of a single layer of lead (4) coupled to long data acquisition and the use of a 15-point 
triangular smoothing window, gave the difference diffractogram illustrated in Fig. 
4B.5  The main features seen in Fig. 4B are a loss of order around 20 =17°  and 44°, a 
differential shaped feature centred around 20 = 	and, associated with this a 
differentiation of the peak at 20 = 38°  due to the Ag (111) reflection_ The loss of 
structure at 440  is particularly interesting as this corresponds to the Ag (200) peak 
which is reduced in magnitude as the lead monolayer is formed. From optical and 
voltametric studies it has been concluded (4) that deposition of lead on Ag (100) 
surfaces corresponds to an higher order phase transformation which would lead to a 
marked change in the structure factor but no clearly defined diffraction peak. By 
contrast deposition on Ag (111) surfaces has been assigned to a first order phase 
transformation. It is logical therefore to assign the differential peak to the formation 
of an incommensurate monolayer on the (111) facets of the polycrystalline silver film 
electrode. However, the most surprising results of the investigation were the 
observation of the differential peak centred around 20 = 26' and the loss of structure 
around 20 = lr. The first is most logically attributed to a lengthening of the 0-0 
distance in the water near the electrode surface as the lead monolayer is formed (the 
large peak centred around 20 = 26°  is generally attributed to hydrogen bonded water). 
We can judge this change in structure to involve the equivalent of 20-50 monolayers 
of water. The second, corresponding to a nearest neighbour distance of 6-8A°  is most 
likely due to a change in the ion distribution ; we can see that the distribution of ions 
is much more highly ordered than that predicted by present day models of electrolyte 
solutions. 

The main conclusion which follows from the investigation is that we cannot 
achieve a complete description of the system in terms of the left-hand-side of the 
"hidden agendas" of Fig. 2. Such a description must clearly involve strong 
interactions between all the species in the interfacial regions i.e. we have to consider 
the many-body problem within the context of field theory. We note that the 
application of Q.E.D. to the solvent and electrolyte solutions shows that the solvent 
(water) must be divided into two domains, one in which the solvent is highly 
structured (the coherent regions) and the second (the incoherent regions) in which the 
solvent is disordered; electrolyte is expelled from the coherent into the incoherent 
regions where it in turn forms ordered domains (1), (2), (5), (6). This line of reasoning 
prompts us to attribute the changes in the diffractogram, Fig. 4B, at 20 < 26°  to the 
selection of coherent domains by the underpotential monolayer of lead on the silver 
substrate coupled to an enhancement of the scattering from the incoherent regions. 

By 1983 we had reached a position where it seemed logical to ask the next 
question posed in Fig. 1: suppose the division of solid phases into coherent and 
incoherent structures was also true for Nuclear Physics. If that was so, then would we 
be able to use the perturbations at the 1eV level (characteristic of chemical changes) 
to create coherent structures at the GEV level ? Furthermore, would we be able to 

' We note that it is possible to observe such difference diffracto rams notwithstandinn the degradation 
of the performance implied by using the instrumentation illustrated in Fig.. 38 rather than that originally 
envisaged, Fig. 3A. 
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observe nuclear processes in such structures ? Of course, in, posing these questions we 
were also influenced by other relevant work such as the interpretation of M8ssbauer 
spectra, see (1) and, especially, the observations of 'Vold Explosions" by Bridgeman 
in the 1930's (7).6  Furthermore, we knew that the absorption of hydrogen isotopes can 
lead to a similar fragmentation. This then was the background which led to the 
specification of the first system for our investigations; the highly forced electrolytic 
charging of palladium cathodes with deuterons.7  It is appropriate here to comment 
also on the chosen methodology, the measurement of the thermal balances using 
calorimetry (8), (9). it was clear at that time that the favoured methods of Nuclear 
Physics could only be applied to the systems we had in mind following many 
modifications and with numerous restrictions_ Furthermore, there were ambiguities in 
the interpretation of some of the results which had been obtained On the other hand, 
the measurement of thermal balances would be straightforward and inexpensive (an 
important factor as we were carrying out the initial investigation at our own expense) 
and such methods could achieve an high sensitivity and be reasonably free from 
ambiguities (however, see further below). 

We therefore embarked on this project but without any expectation that we 
would obtain definitive results. The Pd/I3 system was investigated (coupled to the use 
of the Pt/13 system as a suitable "blank"). However, the outcome was radically 
different to our expectations: the generation of excess enthalpy without any 
significant formation of the fusion products produced in dilute high temperature 
plasmas.9  When the project reached the public domain, (8), (9), it became clear that 
our expectations with regard to the use of calorimetric methods could not be realised 
and it is important at this stage to ask why this might have been so ? 

One of the causes is undoubtedly the inherent irreproducibility of the 
phenomenon. We believe that the process which we have observed takes place in the 
bulk of the electrode, (8), (9), as mediated by the surface reactions. We can see that 
this immediately builds in inherent irreproducibilities into the system. Moreover, it 
has not generally been appreciated that although it is relatively straightforward to 
produce palladium electrodes, the metallurgy of palladium is difficult leading to the 
use of unsatisfactory (and inadequately specified) electrode materials. 

However, the major reason is undoubtedly the fact that the calorimetry of 
electrode reactions has not emerged as a viable methodology (it remains confined to a 
number of sub fields such as the measurement of self-discharge in batteries). Papers 
dealing with the precision and accuracy of calorimetric methods and comparisons of 

6  Intense compression and shear of lattices can lead to their fragmentation into small particles in which 
the high energy of the initial system is converted into kinetic energy of the fragments. We believed (and 
still believe) that this is a process which can only be explained by Q.E.D. 
7 Although we could see that the results obtained opened the way for very wide-ranging investigations, 
our own work never progressed beyond this initial concept We described the resources required for the 
much wider investigations as equivalent to a Manhattan 11 project; this was true even for the much more 
limited scope of a project which remained resCrictecl to the charging with deuteritnn of palladium based 
host lattices. 
3  See, for example, the interpretation of the tracks due to 3r and 'W in a Wilson Cloud Chamber 
(10), (11), an experiment carried out following the discovery of the first hot fusion reaction (12). 
9  The formation of 3T could be shown to be far above that which could be attributed to isotopic 
separation with any reasonable choice of separation factors; the formation of neutrons appeared to be 
confined to the non-steady state of operation of the cells; the formation of 411e could be detected but 
could not be related to the magnitude of the excess enthalpy generation. 
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various studies10  are rejected outright by Journal Editors and referees",12  so that the 
study of calorimetry does not advance. The rather wild statements which have been 
made in the literature about the precision and accuracy of calorimetry as applied to 
the Pd-D system have undoubtedly also been due to the complexities of excess 
enthalpy generation in this system. Thus, it does not appear to have been realised that 
it is impossible to calibrate any calorimetric system if this is subject to fluctuating 
sources of enthalpy generation. Such calibrations require at the very least a constancy 
of the rate of excess enthalpy generation but, better, a zero value of this rate. It 
follows, therefore, that such calibrations must be carried out when using suitable 
"blank" systems. The intervention of "positive feedback" in the Pd-D system is 
especially troublesome in this regard_ (14) We illustrate this point by two calibrations 
carried out by the New Hydrogen Energy Group in. Japan, Figs. 5A and B. The onset 
of "positive feedback" leads to a delayed approach to the steady state following the 
application of the calibration pulse and a delayed decay to the base-line following the 
termination of this pulse, Fig. 5B. Not surprisingly, attempts to derive the true heat 
transfer coefficient from calibrations subject to such effects lead to the impossible 
result that the true heat transfer coefficient is smaller than the lower-bound value e.g. 
see (15). As we have already noted, exact evaluations of the precision and accuracy of 
the instrumentation require experiments using "blank systems" (e.g. see (13)). 

We must also acknowledge the fact that in the presence of excess enthalpy 
generation a part of this excess enthalpy may be generated outside certain designs of 
calorimetric cells (e.g. by the intervention of soil x-rays). This is a further factor 
which could lead to invalid estimates of the accuracy and precision of calorimeters 
investigated solely by using the Pd-based systems in D20-based electrolytes. 

Our Conference Chairman has suggested that it would be useful if I were to 
give an indication of the papers on the general area of "Cold Fusion" which I have 
found especially interesting. I have found this to be an invidious task because, having 
Catholic tastes in science, I have found all the papers interesting even when I have 
approached these with some scepticism. Moreover, the field of publications is now 
very wide. However, Table 1 gives some indication of those which have aroused my 
special interest. 

I note in the first place, the papers which attempt to find a theoretical basis for 
the subject, Chapter 8 in (1), (16)-(19). Clearly, it will prove to be impossible to 
advance the research in the absence of such a theoretical foundation (or, at any rate, 
progress would be greatly impeded). As my interest in the subject area was part of a 
general investigation of the role of Q.E.D. in the Natural Sciences„ I have naturally 
been strongly drawn to the approach of Giuliano Preparata. 

It will be seen that I have separated from this section (dealing with theoretical 
aspects) the paper by Del Giudice, De Ninno and Frattolillo covering a possible 
consequence of Q.E.D, Coherence namely, the question of whether we can explain 
transmutations at low energies (20). This subject area (21) (and see also (22)) 
originally seemed quite unreasonable. It also remains to be established how the 
generation of 4He (23) (24) is related to the wider area of low energy transmutations. 
The contributions of Miles and McKubre are noteworthy in that they establish a 

I°  Admittedly with regard to studies in "Cold Fusion- 
However, the usual outcome is that such papers are simply returned to the authors without 

comment.  
12 For one such study see (13) 
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correlation between excess heat production and the formation of 413e; that of Bockris 
and his co-workers in that they establish the formation of 41-le in the lattice of Pd. I 
note also that Miles has reported the first measurements using fluidized beds of Pd 
particles (26). The work of McKubre et al using flow calorimetry has established that 
excess heat production is not an artefact of isoperibolic calorimetry ! 

The listing in Table I has also singled out a number of other contributions 
including that on charged particle emissions (27) and laser stimulation of excess heat 
production (28).Measurements at much lower incident energies of the deuteron beam 
than those used hitherto in the investigation of "Hot Fusion" have shown that more 
complicated collision processes come into play at such lower energies (such as the 
channel (D) (29) than the channels (A) - (C) which have been observed in "Hot 
Fusion" : 

D++ D*-* (3MeV) 	(1MeV) — 50% 	 (A) 

D++ Df  —> n (2.5MeV) 3He (0.8IMeV) — 50% 	 (B) 

D++ 134 —> 4He y (24MeV) — 50% 	 (C) 

D++ D++D+  r(4.75MeV) 3He++  (4.75MeV) 10 	(D) 

One can therefore speculate whether channel (C) which has a very low cross-section 
for fusion at low pressures, may not have a much higher cross-section for fusion in a 
lattice where the production of 4Hc is evidently not accompanied by the generation of 
a y-ray (1) 

The development of the theoretical studies (1), (16) has led to a recognition 
that one can use the electric potential developed along a thin strip (a component of 
the vector potential) to enhance the generation of excess enthalpy (30), (31). This is in 
fact the Quantum Mechanical consequence of coherence in the electrodiffusion of 
deuterium in palladium." The formation of 4He commensurate with excess enthalpy 
generation has been observed. Under extreme conditions the thin strips melt (boil ?) 
in the most negatively polarised region_ 14  In this context, 1 also note the work of 
Arata (36) on the generation of excess enthalpy in nanoparticies of palladium. A 
plausible interpretation of these experiments is that these particles are destroyed by a 
single step (or, at any rate, by a small number of steps).15  Our own consideration of 
such limiting patterns of behaviour (37) led us to the consideration of the compound 
Na2ReD9_ At the time of our discussions, this compound did not exist whereas 
Na,Rell, was known. Moreover, two research groups expert in the Chemistry of 
relevant syntheses, failed to make the deuterated species_ Although it is possible to 
devise numerous arguments to explain the non-existence of Na2ReD9, the simplest of 
these is that this compound disintegrates on the typical time-scales of chemical 

13  The electroditThsion of hydrogen in palladium was first observed by k Coehn in 1929 (32). The 
propagation of the y-phase of Pd-H along a wire is discussed in (33). 
14  The importance of this observation is that we can estimate the specific rate of excess enthalpy 
generation required to achieve this condition. These estimates lie in the range 0.5-501dWcrn-3  depending 
on the nature of the assumptions. Such high rates must be contrasted with the prolonged generation of 
excess enthalpy at the boiling points of the electrolyte in a "conventional"' eicarciehemical system where 
the specific excess rate remained restricted to — 2KWciri3  (34), (35), 
25 Which will explain our choice of "massive" electrodes for our investigations. 
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syntheses. It is evident that we need to develop "calorimetric syntheses" to study the 
production of such potentially high energy materials. 

In this context, we should also note the direct thermal imaging of "hot spots" 
on the surfaces of electrodes using infra-red imaging (38). Developments of this 
methodology (e,g, by using scanning laser-thermometry) should allow the direct 
determination of the space-time distributions of the fusion steps as well as of the Q-
values of these steps. Two of the authors have also introduced a new variant of the 
electrochemical method of generating excess enthalpy the electrolytic codeposition of 
palladium and deuterium (39). It has been shown that this method leads to enhanced 
rates of excess enthalpy generation as compared to the standard method of electrolytic 
charging of massive electrodes with deuterium (40). 

I note finally an extreme example of enthalpy generation but at zero enthalpy 
input at temperatures close to the boiling point of the electrolyte, a phenomenon 
which has been variously called "After-Effect" (41), "Heat-after-Death" and "Heat-
after-Life". Such enthalpy production has been maintained for durations of up to 8 
days. 

I believe that the work carried out thus far amply illustrates that there is a new 
and richly varied field of research waiting to be explored. Moreover, it seems likely 
that it will be possible to develop new sources of energy which will be able to operate 
over a wide range of conditions. Most of the work to date has been carried out at 
temperatures below the boiling point of the electrolyte but we note that more than 
50% of the worlds energy is consumed at temperatures below 70°C. We also note that 
it would be relatively straightforward to raise the Quality of the heat by using well-
established methods. 
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TABLE 1 SOME MILESTONES IN COLD FUSION RESEARCH 

G. Preparata et al Theory of the Subject, Chapter 8 in (1), (16). 

P. nage!stein 	Theories of the Subject, (17). 

Scott R. Chubb 
	

Theories of the Subject, (18) 

Y. Kim 	 Theories of the Subject, (19) 

E. Del Giudice et al Theory of transmutations at lower energies, (20). 

Y. Imamura 	Low energy transmutations, (21). 	 tiv 

G.A. Miley 	Low energy Transmutations, (22). 

M.H. Miles 	Correlation of excess heat with production of 4fie (23); 
fluidized beds (26). 

M. McKubre 
	

Correlation of excess beat with production of fie; flow 
calorimetry. (24) 

J.O'M Bockris 
	

Generation of 411e in the lattice; transmutations (25) 

E Del Giudice 	The importance of the vector potential; generation of 4Fle; 
F. De Ninno et at melting of electrodes, (29), (30). 

F.E. Cecil et al 
and others 

D. Letts 
K Takahashi 

Y. Arata 

S. Szpak 

G. Mengoli  

Dispersed 
authorship 

Charged particle emissions, (27) 

Laser stimulation (28). 
"Hot Fusion" processes at low incident Deuteron beam 

energies. 

Generation of heat in small particles (3S); see also 
comments in main text (37) 

Hot spots and mini explosions (38); codeposition of Pd and D, 
(39), (40). 

Heat after Death (after effect), (41). 

isotopic abundances; evidence for photofission; 
transmutations. 

11



References 

1) Giuliano Preparata, "QED Coherence in Matter,' World Scientific, Singapore, 
New Jersey, London, Hong Kong, QC 173.454.P74 (1995), ISBN 9810 222 491. 

2) M. Fleischmann in Editor Xing Z. Li, Proceedings of the 9th  International 
Conference on Cold Fusion, Beijing, 19-24th  May 2002, page 111; Tsinghua 
University Press, ISBN 7-302-06489-X 

3) M. Fleischmann, A. Oliver and J. Robinson, Electrochiniica Acta, 31 (1986) 899. 

4) A. Bewick and B. Thomas, J. Electroanal. Chem., 70 (1976) 329; 84 (1977) 127; 
85 (1977) 329. 

5) A. Arani, I. Bono, E. Del Giudice and G. Preparata, Int. J. Mod. Phys., B9 (1995) 
1813. 

6) E. Del Giudice, G. Preparata and M. Fleischmann, Electroanal. Chern.,482 
(2000) 110. 

7) Percy Williams Bridgeman, "The Physics of High Pressure,' International 
Textbooks of Exact Science, London (1947). 

8) M. Fleischmann, S. Pons and M. Hawkins, J. Electroanal. Chem.., 261 (1989) 301; 
263 (1989) 187. 

9) M. Fleischmann, S. Pons, MW. Anderson, L.J. Li and M. Hawkins, J. Eleetroanal. 
Chem.;  287 (1990) 293. 

10) P1. Dee, Nature, 113 (1934) 564. 

11) P.I. Dee, Proc. Roy. Soc., 148A (1935) 623_ 

12) M.C. Oliphant, P. Harteck and Lord Rutherford, Nature, 113 (1934) 413. 

13) M_ Fleischmann and M.H. Miles, "The Instrument Function" of Isoperibolic 
Calorimeters: Excess Enthalpy Generation due to the Parasitic Reduction of 
Oxygen", paper presented at this Meeting. 

14) M. Fleischmann, S_ Pons, Monique Le Roux and Jeanne Roulette, Trans. Fusion 
Technology, 261 (1994) 323. 

15) M. Fleischmann, Proceedings of the 5th  International Conference on Cold Fusion 
Monte Carlo (1995) 140. 

16) T. Bressani, E. Del Giudice and G. Preparata, Nuovo Cimento, 105A (1989) 845. 

G. Preparata, Proceedings of the 5' International Conference on Cold Fusion, 
12



Monte Carlo, (1995) 265. 

17) P. Hagelstein, see this meeting and references cited in the papers_ 

18) Scott R. Chubb, see this meeting and references cited in the papers, 

19) Y. Kim, see this meeting and references cited in the paper. 

20) E. Del Giudice, A.De Ninno and A_ Fratolilt°, this meeting. 

21) Y. Iwamura, T. Itoh and Ni. Sakano in Editor F. Scaramuzzi, Proceedings of the 
8th  International Conference on Cold Fusion, Bologna, 
Conference Proceedings of the Italian Physical Society 70 (2000) 141. ISBN 88-
7794-256-5. 
Y. Iwamura, T. Itoh, M. Sakano and S. Sakai in Editor Xing Z. Li, Proceedings of 
the 9th  International Conference on Cold Fusion, Tsinghua University Press, 

Beijing, (2002) 141, ISBN 7-302-06489-X. 

22) G.H. Miley, see this meeting and references cited in the papers. 

23) B.F. Bush, II Lagowski, M.H. Miles and G.S. Ostrom, J. Electroanal. Chem., 
304 (1991) 271 

24) For a survey see Michael McKubre, Francis Tanzella, Poalo Tripodi and Peter 
Hagelstein, Proceedings of the 8th  International Conference on Cold Fusion, 
Editor : F. Scaramuzzi_ 
Conference Proceedings of the Italian Physical Society 70 (2000) 141. ISBN 88-
7794-256-8. 

25) Chun-Ching Chien, Dalibor Hodko, Zoran Minevski and John 014.. Bockris, 
1 Electroanal. Chem., 338 (1992) 189. 

26) M.H. Miles, see this meeting 

27) F.E. Cecil, II Lin and C.S. Galovich, see this meeting. 

28) D. Letts, see this meeting. 

29) Yuji Isobe, Shigeo Uneme, Kahou Yabuta, Hiroki Mori, Takayuki Omote,Satoshi 
Ueda, Kentaro Ochiai, Hiroyuki Miyamaru and Akito Takahashi., Proceedings of 
the 8th  International Conference on Cold Fusion, Editor : F. Scararrnazi 
Conference Proceedings of the Italian Physical Society 70 (2000) 17. ISBN 88-
7794-256-8. 

30) E. Del Giudice, A. De Ninno, A. Fratolillo„ G. Preparata, F. Scaramuzzi, 
A. Bulfone, M. Cola and C. Giaunetti in Editor: F.. Scararnii77i, Proceedings of the 

th 8 International Conference on Cold Fusion, Bologna, 
Conference Proceedings of the Italian Physical. Society 70 (2000) 47. ISBN 88-
7794-256-8. 

13



31) A De Ninno, A. Fratolillo, A. Rizzo and E. Del Giudice, see this meeting. 

32) A. Coehn, Z. Eleetrochern, 35 (1929) 676, 

33) C. Bartolomeo, M. Fleischmann, G. Laramona, S. Pons J. Roulette, H. Sugiura 
and G. Preparata, Trans, Fusion Technol; 26 (1994) 23, 

34) J. Roulette., J. Roulette and S. Pons, Editor M. Okamoto, Proceedings of the 6th  
International Conference on Cold Fusion, Hokkaido, 1 (1996) 85. 

35) M. Fleischmann, Editor F. Jaeger, Proceedings of the 71h  International.  
Conference on Cold Fusion, Vancouver, (1998) 119. 

36) Y. Arata and Y.C. Zhang in Editor Xing Z. Li, Proceedings of the 9th  
International Conference on Cold Fusion , Beijing, Tsinghua University Press, 
(2002) 5, ISBN 7-302-06489-X. 

37) S. Pons and M. Fleischmann, unpublished work 

38) S. Szpak, P.A. Mosier-Boss, J. Dea and F. Gordon, see this meeting. 

39) P.A. Mosier-Boss and S. Szpak, Nuovo Cimento, 112A (1999) 577. 

40) M. Fleischmann, M.H. Miles, S. Szpak and P.A. Mosier-Boss, subittittedzfor 
publication. 

41) G. Mengoli, M. Bernadini, C. Manduchi and G. Zannoni, J. Electroanal. Chem., 
444 (1998) 55. 

14



15

::,... 

�� X·RAY SOURCE : 
�� 
SAMPLE' 

, 

Fig.3A Proposed experiment for measuring surface X-ray diffraction. 

X·RAY SOURCE 

SAMPLE 

Fig.3B Execution of the experiment on surface X-ray diffraction. 

, 

MULTI·WIRE 
PROPORnONAL 

COUNTER 

LINEAR 
POSITION 
SENSITIVE 
DETECTOR 



16

2 

(A) 

(B) 

x 
VI ....-
C 
:J 
o u 

O�------��------------�I�--------
20 40 

4 

2 

<";'10 0 
x 
VI 
C -2 
:J 
o 
u 

-4 

40 
29/0 

Fig.4 In-situ X-ray diffractograms for a thin silver electrode in lOOmM Pb(C104)2 
+O.5MNaCIO .. + ImMHclO ... 

A) diffractogram obtained after SOh at - 400mV 
8) difference diffractogram (diffractogram at - 400m V minus that at 

-100m V) after 100h modulation at 1O-2Hz. 



17



18

SEARCHING FOR THE CONSEQUENCES OF MANY-BODY
EFFECTS IN CONDENSED PHASE SYSTEMS

Martin Fleischmann
Bury Lodge, Duck Street, Tisbury, Salisbury, Wilts., SP3 6LJ, U.K.

ABSTRACT
Some of the background work which led to the decision to investigate the behaviour of D+

electrochemically compressed into Pd host lattices is outlined. The key features of such “Cold Fusion”
systems are described.

1. BACKGROUND TO THE RESEARCH ON COLD FUSION
It appears to me that most scientists have the impression that my colleague Stanley Pons and I

decided one day in late 1983 to go into the laboratory and to carry out the experiment best described by the
statement

“Gee-whiz, let’s go in the lab and charge some Pd cathodes with D+ and see what happens”.

It is, of course, perfectly true that this is what happened. However, the conclusion that this was an
isolated example is incorrect as has been realised by a relatively small number of research workers(among
whom I would number pre-eminently the late Giuliano Preparata and his colleague Emilio Del Giudice). In
fact, the decision to investigate the Pd/D system was preceded by a long period during which I asked the
question: “is it possible to develop electrochemical experiments which demonstrate the need to interpret the
behaviour of condensed matter in terms of the Q.E.D. paradigm?”

Questions which we posed prior to the development of work on “Cold Fusion”;
the special position of the work initiated in

Fig. 1 Background to the work carried out in the period 1960-83

The work on “Cold Fusion” is now reaching the stage where we have a clear demonstration of the
presence of the D+ in the lattice in an extended system with an unique wave-function[1,2,3] and it is therefore
opportune to return to the earlier questions.

Of course, we should realise that there are other systems subject to Q.E.D. Coherence [ 4 ] and many
more examples could be proposed.

In the limited time available in this lecture, I will restrict consideration to three topics illustrating the
theme of space-time, Fig. 1. The starting point for this section of our work was the consideration of the



kinetics of fast reactions in solution (in the late 1950’s and early 1960’s). In the development of relaxation
methods it had been shown by Manfred Eigen and his co-workers[5] that the fastest reactions could be
interpreted satisfactorily in terms of strong randomisation of the structure (on the time scale of the
experiments) coupled to the diffusion controlled recombination of the species[6], see Fig. 2. Consideration of
the time scales of the temperature-jump experiments suggests that these experiments were governed by a
space-time of the order of 10-10cms.

Such fast reactions in solution had been investigated earlier by a variety of electrochemical
methods (e.g. see [7,8,9] ). The general principle is illustrated in Fig. 3: the concentration of the species HA is
reduced to zero at the electrode surface which permits the probing of the protolytic reactions adjacent to the
electrode surface. In this case consideration of the length scales suggests that these reactions are governed
by a space-time lying in the range 10-16 to 10-13cms. A surprising feature of many of these experiments was
the conclusion that the second order recombination rates could exceed those governed by the diffusion
controlled constant, kD. The advent of the results from the relaxation methods persuaded most (all?)
scientists that the electrochemical methods gave erroneous results notwithstanding the fact that this
methodology was very simple. The possibility that both sets results might, in fact, be correct does not
appear to have been considered. Looking at this problem from the point of view of a Physical Chemist, the
conclusion that the recombination was limited by the fastest observable rate given by any particular
experimental technique appeared beset with difficulties.

In this vein we also investigated at that time protolytic reactions close to equilibrium using
hydrogen ions generated at the surface of a Pd/H electrode[9], Fig. 4. This phase discontinuity and the high
diffusion coefficient of hydrogen in palladium allows one to reach recombination rates some 6 orders of
magnitude higher than is the case for relaxation methods. The protolytic reactions are now so fast that the
“reaction layer” has a thickness given by the dimensionsof the anions (here the OH- ions: the model
originally proposed by Brdicka and Wiesner[10]). It was perhaps not very surprising that the rate of
recombination was limited by the hydrogen bond frequency, Fig. 4; the space-time of these experiments was
therefore of order 2x10-22cms.

At that time my colleague, Alan Bewick, also constructed a temperature-jump instrument out of the
residues of the Harwell Zeta Project.* This instrument allowed measurements at space-times of the order
3x10-12cms. Coupled reactions in solution were investigated, and we found the expected double relaxation
due to these coupled reactions. However, deconvolution of the data showed that the individual rate
constants were phase related. We concluded that there had to be a memory propagator in the system which
in some unaccountable way was associated with a structure of size ~ 10-6cm (so as to account for the change
in behaviour from that shown by relaxation experiments with a restricted frequency response. Fig. 5
summarises the key observations in this series of experiments.

Relaxation measurements

x = 10-5cm t = 10-5s xt = 10-10cms k2 = kD

Enhanced relaxation measurements

x = 10-6cm t = 3x10-6s xt = 3x10-12cms k2 kD

Electrochemical measurements

x = 10-7cm t = 2.5x10-8s xt = 2.5x10-15cms k2 kD

Special Electrochemical measurements

x = 2x10-8cm t = 10-14s xt = 2x10-22cms k2 >> kD

There is a memory propagator associated with a structure of order

x = 10-6cm

Fig. 5 The key observations for the kinetics of the reactions of ions in solution

____________________________________________________________
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*Footnote: This was the earliest attempt to initiate “Hot Fusion” in a plasma. The conclusion that this had 
been achieved was later found to be incorrect.
____________________________________________________________

Furthermore, we became concerned about the nature of the model used to interpret the behaviour
of electrolyte solutions. Fig. 6 illustrates this Debye-Huckel model based on the electrostatic interactions of
the ions. However, the ions are not at rest and, if we accept the model of Brownian motion of the ions, Fig.
7, we can see that this model is not consistent with microscopic reversibility because the ions will radiate
energy both during acceleration and de-acceleration (the Maxwell equations). Such models therefore violate
the Second Law of Thermodynamics and are inadmissible.

I presented these results to a colleague whose principal interest lay in Q.C.D. His comment was
immediate:  “you must model these systems in terms of Q.E.D.” As I recall my response was ; “just so, but
how?” In the intervening years I could never find a reason for the development of a structure of order ~     
10-6cm so I put the whole matter aside until 1995. In that year Giuliano Preparata and his colleagues showed
that the application of Q.E.D. to water led to the conclusion that the system would be divided into coherent
and incoherent regions [11]. Ions will be confined in the incoherent regions where they will themselves form
a coherent system. The application of such a model to electrolyte solutions, Fig. 8, has been discussed [12].

The development of this model therefore gives a basis for the interpretation of the reactions of
ions in solution but this will certainly prove to be an intractable problem. On the other hand, the
interpretation of other systems may be more straightforward. At I.C.C.F. 8 I drew attention [13] to the
interesting work of Zhadin et al [14] : the application of a weak static magnetic field and an even weaker
alternating weak magnetic field leads to a low frequency resonance of the electrolytic conductivity, Fig. 9.
My Italian colleagues do not wish to talk about this topic at the present Conference. However, I believe that
the interpretation of the topic [15] is instructive, Fig. 10 : the application of the alternating field can lead to
the extraction of ions from the boundary between the coherent and incoherent regions and, thereby, a
transient increase in the electrolytic conductivity. This example is instructive for two principal reasons: in
the first place the effects of Q.E.D. on the structure of the system take place with low or zero changes of
entropy so that they are difficult to observe; secondly, the application of Q.E.D. normally leads to
unexpected and unusual consequences (here the development of a “battery” induced by magnetic fields) so
that the consequences are consigned to the field of “Pathological Science”.

Before considering the third example of the effects of space-time on physical processes, let us
return to the position in the early 1960’s. Apart from the single example of discussions of the outcome of
our measurements of the kinetics of fast reactions in solution, the reactions to our proposal that such
systems were subject to the twin effects of memory propagators coupled to the development of a structural
element were uniformly negative (frequently, quite violently so). I therefore decided that any investigation
of the possible effects of Q.E.D. had to be carried out within an hidden agenda: the systems had to be
investigated within the accepted frameworks of Classical and Quantum Mechanics while the possible
influence of many-body effects and of Q.E.D. would have to emerge from the interpretation of the results:

WE ACCEPT THE SYSTEM DESCRIPTION REQUIRES
AS DESCRIBED Q.E.D.

DESIGN OF EXPERIMENT

EXPERIMENTAL DATA

INTERPRETATION IN
TERMS OF C.M. OR Q.M.

PROPERTIES OF THE
SYSTEM

Fig.11 The hidden agenda

This process also had the advantage of avoiding the presupposition of the reality of the
importance of the effects we were seeking to illustrate: after all, it might well have turned out that the
effects were unimportant or not measurable! These “hidden agendas” had an important influence on the 
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development of the work on “Cold Fusion”.
Our preoccupation with ionic processes at small space-times led to the examination of transport

phenomena and chemical reactions in short pores of narrow diameter. After a number of false starts we
focused eventually on transmembrane ion conduction across pores in lipid bilayers, Fig. 12. (modelling in
terms of classical mechanics indicates space-times of the order 5x10-16cms). It is of interest that the very
existence of such membranes (perhaps the most directly observable result for this system) is not consistent
with the Second Law of Thermodynamics! A possible explanation is in terms of Q.E.D.[16].

It has been known for some time [17,18,19], that the insertion of pore forming molecules such as the
polypeptide alamethicin, leads to steps in the transmembrane ion current such as those seen in Fig. 13
(taken from our own data [19]). Systems of this kind are ideal for investigation by electrochemical methods
because we can determine the kinetics of transition between adjacent states (due to the insertion / removal
of successive molecules of the pore former) and the energetics of each state (from the probability of the
occupation of that state) [19]. Such measurements lead to the model shown in Fig. 14.

The measurements of the energetics led to the surprising result shown in Fig. 15. We can only
explain such a result if the edge energy of the pore is negative whereas the bulk energy is positive so that we
reach an upper reflecting state. In contrast, the kinetics of conventional 2-dimensional nucleation are
governed by a positive edge and negative bulk energy, so that we reach an upper absorbing state, Fig. 15.
We should note that the signs of these free energy terms could have been predicted from the very fact that
the membranes are stable! However, we need to ask : how can it be that the bulk free energy is positive with
regard to the macroscopic electrolyte? This explanation requires us to invoke the Q.E.D. of water [11], see
Fig. 8: the “pore” is filled by an incoherent domain of the electrolyte solution which,of course, has a
positive free energy with respect to the macroscopic electrolyte.

The measurement of the kinetics of transition between adjacent states leads to a further surprising
result. It has been found that these transitions conform strictly to a birth-and-death process i.e. the
transitions only take place between adjacent states [19]. At the same time, elementary considerations based
on the size of the pores, show that these pores are empty (free of ions) for an appreciable fraction of time so
that the current-time transients should follow the pattern shown in the lower half of Fig. 16. This is a simple
demonstration of the fact that the “noise” levels in the experimentally observed transmembrane ion currents 
are too small. We conclude that the pores and their adjacent liquid volumes are parts of a single quantum
system, Fig. 17 (quantum systems are only subject to quantum noise). The operation of the “hidden agenda” 
will be apparent.

Fig. 17 also shows the ways in which we can judge the necessity of carrying out a paradigm shift
to Q.E.D. The conventional view is that this has to be judged in terms of the achievement of a
mathematically complete theory. However, it appears to me that this can lead to rather sterile debates and
we have therefore relied on a more empirical approach: the need to avoid violation of the Second Law of
Thermodynamics in the modelling and the need to develop internally consistent interpretations. As far as
this second aspect is concerned, we find all too frequently that different aspects of behaviour of a given
system can be interpreted quite adequately in terms of Quantum or Classical Mechanics but that these
interpretations are then not internally self-consistent (the Pd/H and Pd/D systems abound with such
examples). It seems to me, therefore, that we should explore the consequences of using Q.E.D. as the
paradigm of necessity at least at this stage of development of research in the Natural Sciences.

RESEARCH IN “COLD FUSION”

By the beginning of the 1970’s (and, certainly, by the beginning of the 1980’s) we had reached a
stage which demonstrated the need to invoke Q.E.D. in the modelling of numerous systems (however, I
note that we had certainly not reached a complete understanding of many of these systems). The time was
therefore opportune to take the next step in the development of the research programme: the addition of
small amounts of energy per species to an extended quantum system and the investigation whether this
could, in the limit, lead to nuclear reactions, Fig. 1. We judged the likelihood of any clear demonstrations of
such effects to be very small! (I recall saying to Stan Pons at the time: “there is a chance in a billion that we
will see anything”. Nevertheless, we also judged the consequences of any positive observations to be quite
incalculable and we therefore decided to go ahead with this topic. A positive result in this field of research
would have given us the necessary impetus to reinvestigate other systems such as those described in the
previous section)

Although the winter of 1983 was the time at which we started systematic work on this topic, this
was not the first time at which I had considered carrying out research in this field. I had found the papers of
Alfred Coehn [20,21] at the end of 1947. Coehn had found that hydrogen deposited at the apex of a zig-zag
configuration of Pd wire, Fig. 18, could be made to move more rapidly towards a negatively polarised end
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of the wire than by diffusion alone, see Fig. 19, and less rapidly towards the positively polarised end (the
dotted line shows a reversal of the polarity applied to the wire). There was at that time one of the periodic
phases of interest in “exploding wires” and it appeared to me that the observations of Coehn might open up 
a slim chance of inducing nuclear processes if his methodology were combined with such explosions
(which one would now describe under the heading of inertial confinement). However, at that time judged
from the available perspectives of Quantum Mechanics, this was a very slim chance indeed.

This topic became better defined at the beginning of the 1970’s by which time we had realised
that the behaviour of D+ in Pd could only be explained if it were in a many-body system [22] We therefore
investigated the Raman Spectroscopy of -Pd H with the intention of carrying out the experiment described
by Fig. 20. The results we obtained were confusing and the topic developed rapidly into Surface Enhanced
Raman Spectroscopy, SERS. We decided that the topic of using laser excitation of D+ confined in the
Palladium lattice was hardly consistent research in the University Sector!

The experiments of Coehn were not the only additional factor influencing our decision to start
work on the topic of “Cold Fusion”. The discovery of the “Hot Fusion”channels (A) and (B) by Oliphant,
Harteck and Rutherford[23] had been followed rapidly by measurements of the first channel by Dee[24,25]

using a Willson Cloud chamber.

D+ + D+ H+ (3MeV) + T+ (1MeV) 50% (A)

D+ + D+  n (2.45 MeV) + He (0.81MeV) 50% (B)

D+ + D+  He + (24 MeV) 10-5% (C)

D+ + D+ +D+  T+ (4.75MeV) + 3 He++ (4.75MeV) 10-2% (D)

A surprising feature of these measurements was that a significant proportion of the tracks were at 1800

rather that the expected ~1600 (corresponding to the incident energy of 200kV of the deuterons). As Phillip
Dee observed, the tracks at 1800 had to be attributed to the fusion of deuterons which had lost their incident
energy in the target!

It is appropriate here to “fast forward” to the present day. It has been found that the cross-sections
of the fusion channels observed at high incident energy are not a good guide to the behaviour at much lower
energies and that more complicated collision processes come into play at these lower energies e.g. channel
(D)[26]. One can therefore speculate whether channel (C) which has a very low cross-section for fusion ~ in
vacuo, may not have a much higher cross-section for fusion in a lattice where the production of 4He would
not necessarily be accompanied by the generation of a -ray.

This early work in the 1930’s developed rapidly into the production of self-gettering neutron
tubes. It is difficult now to obtain specifications for these tubes but such information about the neutron flux
as is available suggests that the excess energy produced in these tubes would be a measurable fraction of the
breakeven value. Needless to say, this fraction would be much higher if there were additional outgoing
channels. However, it proved to be impossible to initiate a programme on the thermal balances in theses
tubes as they had been withdrawn.

As is well-known we initiated a programme on thermal balances within the Pd-D system using
isoperibolic calorimeters of the type illustrated in Fig. 21: it seemed to us to be reasonably straightforward
to pose the question “is the electrolysis of D2O using Pd cathodes in thermal balance or is there any
evidence for excess enthalpy generation?” While we still believe that this is the case, such calorimetric 
measurements have proved to be somewhat complicated. Thus, for example, it does not appear to have been
appreciated that it is not possible to calibrate any calorimetric device if the system contained in the device
generates fluctuating excess enthalpy. If that is the case, we will simply conclude that the measurement
system is inaccurate and/or obtain an invalid calibration. In fact, it is necessary to carry out an extensive
series of “blank” experiments to obtain the “instrument function” and to validate the behaviour of the 
system. We have found that the electrolysis of D2O using Pt cathodes provides a suitable “blank” but we 
note also that such “blank” measurements have only rarely been carried out.

Let us consider the precision and accuracy of the instrumentation shown in Fig. 21. (using the
analogy of shooting at a target, Fig.22). Our objective will always be to produce an instrument which is
both accurate and precise; the worst case scenario will be if this instrument is both inaccurate and imprecise.
However, all too often, instruments are either accurate but imprecise or else inaccurate but precise.
Initially we believed that the behaviour of the calorimeters was given by this last description. We
therefore laid great stress on the determination of the differential lower bound heat transfer coefficient
which describes the local behaviour of the calorimeter with the assumption that there is no excess enthalpy
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generation.  An example for a “blank” experiment is shown in Fig. 23.  We can see that the heat transfer 
coefficients show a small systematic decrease with time (due to the progressive lowering of the electrolyte
level caused by the electrolysis) superimposed on the natural errors of the system (due to the “noise” in the 
thermal measurements). Use of the central value of the heat transfer coefficient to evaluate the rates of
excess enthalpy generation gives results such as those illustrated in Fig. 24 where we make a comparison to
the results predicted by a normal distribution (see further below).

By contrast, in the presence of variable rates of excess enthalpy generation, the lower bound heat
transfer coefficient shows much more marked variations with time than those shown in Fig. 23. We can then
use the maximum value of this coefficient as a measure of the true heat transfer coefficient and evaluate the
rates at other times throughout the measurement cycle. Fig.25 illustrates this methodology for an
experiment carried out at the New Hydrogen Energy Centre in Japan. We can distinguish clearly the initial
excess enthalpy due to the exothermic absorption of deuterium in the lattice; this excess enthalpy decreases
with time and is followed by a slow build up due to the phenomena we are studying. The results for this
experiment are in close accord with those for a closely similar experiment previously published [27].

Although the standard deviation of the point-by-point measurements of the rates of excess
enthalpy generation are quite high (5.87 mW, see Fig. 24.) the predicted mean rate is very small (0.079 mW,
see Fig. 24). This low mean rate therefore sets a limit on the measurement of excess enthalpy generation
in experiments on the Pd/D system, say 10-4x rate of enthalpy input. The high standard deviation is due to
the need to differentiate the inherently noisy temperature-time series when calculating the point-by-point
values of the lower bound heat transfer coefficients. A better procedure is therefore the evaluation of the
integral lower bound heat transfer coefficients based on the backward or forward integration of the time
series, Fig. 26 see [29]. It is of some interest that such data can be reduced to a single, time-independent, heat
transfer coefficient having a relative standard deviation <0.01%, Fig. 27. It has also been found that the
values of the true heat transfer coefficient (based on the injection of known levels of enthalpy using the
resistance heater shown in Fig. 21) are very close to the lower bound values which shows that the
instrumentation is both accurate and precise (cf Fig. 22).[30].

It has frequently been asserted that our wish to evaluate experimental data sets at high precision
and accuracy was part of some kind of abstract exercise. Here I would wish to make three comments on
such assertions. In the first place, I can see little point in reducing the precision and accuracy of such
evaluations because we will always wish to have the highest achievable levels of statistical significance.
Thus we can see that the rates of excess enthalpy generation shown in Fig. 25 reach 300! Secondly, such
assertions ignore one of the principal objectives of our work which was to measure excess enthalpy
generation using microelectrodes (or else assemblies of such microelectrodes), see insert on Fig. 21. The
use of such microelectrodes would lead to a marked improvement in the energy efficiency because the
Ohmic losses in solution would be markedly reduced. However, this particular development would
require calorimetric measurements at much lower power inputs than is the case when using electrodes of
conventional size i.e. it requires the development of precise and accurate calorimetry. Thirdly, elementary
considerations show that the combination of such microelectrodes with the concepts of electrodiffusion
might well give devices in which every discharged deuterium species would undergo fusion and thereby
lead to a direct determination of the Q value(s) of the reaction(s).

In this connection we should also note the direct measurement of the temperature excursions at
“hot spots” by using infrared imaging [31], a topic which will be covered in a further contribution to this
Conference [32]. It is evident that the further development of this methodology (or else the development of
alternative methods for localised temperature measurements such as of laser thermometry) should allow the
determination of the Q values of all such “hot spots” distributed over the surface of thin film electrodes.

It also appears to me that the need to make repeated calibrations of the calorimetric systems, e.g.
see Fig. 28, has not been appreciated. It is found that with increasing time the systems pass through a phase
of “positive feedback” i.e. an increase of temperature as caused, for example, by the calibration pulses, 
leads to an increased thermal output e.g. compare Figs. 29 and 30 given by a data set collected by N.H.E.
This onset of “positive feedback” leads to a delayed approach to the steady state following the application 
of the calibration pulse and a delayed decay to the base-line following the termination of this pulse, Fig.30.
Not surprisingly, attempts to derive the true heat transfer coefficient from calibrations subject to such effects
lead to the impossible result that the true heat transfer coefficient is smaller than the lower bound value! e.g.
see [33].

Transitions through the region of positive feedback lead to the onset of oscillations, Fig.31, which
we attributed initially to a transition from an exo to an endothermic regime for the absorption of deuterium
[28] but which could probably be attributed more correctly to a transition from a -to a -phase. [34]. We
have found it to be desirable to “drive” the systems through such regions (so as to reach the boiling point of 
the electrolyte, Fig. 28) as prolonged operation in the region of the onset of positive feedback can destroy
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the phenomenon of excess enthalpy generation. It is then found that the cells can remain at elevated
temperatures but at zero enthalpy input, a phenomenon which has been variously called
“Heat-after-Death”[35], “Heat-after-Life” and “After-Effect”. The clearest demonstration of this phenomenon
is to be found in the publications of Mengoli et al e.g. see Fig. 32 [36].

This phenomenon clearly requires further investigation as it points the way towards the
construction of energy efficient systems and as it must be related to other observations of excess enthalpy
generation with zero enthalpy input. Equally excess enthalpy generation at the boiling points of the
electrolytes require further investigation as the operation of the systems under these conditions would
provide sources of low grade heat (however, we should note that steam compression could be used to raise
the quality of the heat). Measurements of this kind require the use of some form of dual calorimeter such as
those illustrated in Fig. 33 [37,38] where the system can be driven to the boiling point in the lower section
while boiling conditions can be maintained in the upper section. It is necessary to use some form of dual
calorimetry as the dynamic range of any given instrument is too small to span the whole range of thermal
outputs.

Fig. 34 illustrates a measurement made in l994 with an ICARUS-9 calorimeter where boiling
conditions were maintained for ~ 50 days at ~ 100% excess enthalpy and specific excess enthalpy outputs >
l kW cm-3. However, we should note that the energy efficiency of this system was restricted by the low
concentration of electrolyte in the lower section of the calorimeter.

I believe that we need to ask: do the experiments carried out so far (as well as the experiments
which could be performed as logical extensions) not indicate that useful and practicable sources of heat
could be developed on reasonable time scales? However, we also need to ask: how do we now stand with
regard to our understanding of this topic and does this understanding have any wider implications for the
development of the Natural Sciences? Here I would recall that a major factor in the initiation of this work
was the realisation that hydrogen and deuterium in the palladium lattice could be part of an extended
Quantum System. Work presented at this Conference [2] (see also [1] ) shows that this idea is indeed correct
and that the deuterons can be described by an unique wave function. I believe that this “proof-of-concept” 
should give an impetus to the search for the wider implications of the Q.E.D. paradigm in the Natural
Sciences. Needless to say, the integration of the “Preparata Effect”[ 2] into the research on “Cold Fusion” 
should also lead to clearer demonstrations of the phenomena and the implementation of such devices for
energy generation.
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Chapter II: Research Topics at SPAWAR Systems Center San Diego (SSC-San Diego)

II.1 Introductory Remarks

The involvement of SSC-San Diego scientists in the research of the F-P effect dates back to May
1989 when they proposed a variant of the usually employed “massive” electrodes, viz electrodes
prepared by the co-deposition technique, a process in which the Pd2+ ions are electrodeposited
onto a non-deuterium absorbing metallic substrate (eg., Au, Cu, etc.) in the presence of evolving
deuterium. Preliminary data, reported in 1991, indicated that electrodes prepared by co-
deposition represent an ideal research tool to investigate the F-P effect because: (i) they retain all
of the features of “massive” electrodes (eg,. positive feed-back, life-after -death), (ii) there is no
incubation time, (iii) the D/Pd atomic ratio exceeding unity is obtained within seconds, (iv) the
intensity of the F-P effect is higher than using conventional electrodes, and (v) the
reproducibility is close to 100%.

In the early days, the reaction responsible for the F-P effect was thought to be d +d → products.
There were difficulties in accepting this model due to a complete lack of the expected reaction
product, more specifically, the absence of neutrons. Not having access to the advice of
theoretical physicist(s), The approach of SSC-San Diego scientists was as follows: They started
with the proposition that any process, chemical or nuclear, can be expressed by a simple
statement: R → ∑ P+Q . This statement identifies a process in which specie R (a reactant) is
transformed into species ∑P (reaction products) and where Q represents anenergy component of
the process(es). This notation provides no information about the mechanism(s) that is associated
with the transition process. However, it is obvious that the state of the reactant R is constrained
by experimental protocol while that of ∑P is determined by energy considerations as well as the
mechanism of the transition from R to ∑P . It follows therefore that from an analysis of the
reaction products together with energy output, one can arrive at the most probable set of events
leading to the initiation of the F-P effect as well as other manifestations of nuclear activities.

II.2 List of Publications

The list of research topics investigated by SSC- San Diego over a decade and the conclusions
reached are presented in the reproduced papers published in scientific journals, papers submitted
for publication and papers that have been rejected - in some instances without peer review.

II.2.1 Publications in Scientific (Refereed) Journals

1. “On the Behavior of Pd Deposited in the Presence of Evolving Deuterium,” S. Szpak,
P.A. Mosier-Boss, and J.J. Smith, J. Electroanal. Chem., 301, 255 (1990).

2. “Electrochemical charging of Pd rods,” S. Szpak, C.J. Gabriel, J.J. Smith and R.J.
Nowak, J. Electroanal. Chem., 309, 273 (1991).
33



3. “Charging of the PdnH System: Role of the Interphase,” S. Szpak, P.A. Mosier-Boss,
S.R. Scharber, and J.J. Smith, J. Electroanal. Chem., 337, 147 (1992).

4. “Absorption of Deuterium in Palladium Rods: Model vs. Experiment.” S. Szpak, P.A.
Mosier-Boss, C.J. Gabriel, and J.J. Smith, J. Electroanal. Chem., 365, 275 (1994).

5. “Comments on the Analysis of Tritium Content in Electrochemical Cells,” S. Szpak,
P.A. Mosier-Boss, R.D. Boss, and J.J. Smith, J. Electroanal. Chem., 373, 1 (1994).

6. “Deuterium Uptake During Pd-D Codeposition,” S. Szpak, P.A. Mosier-Boss, and J.J.
Smith, J. Electroanal. Chem., 379, 121 (1994).

7. “Cyclic Voltammetry of Pd/D Co-deposition,” S. Szpak, P.A. Mosier-Boss, S.R.
Scharber, and J.J. Smith, J. Electroanal. Chem., 380, 1 (1995).

8. “On the Behavior of the Cathodically Polarized Pd/D System: Search for Emanating
Radiation,” S. Szpak, P.A. Mosier-Boss, and J.J. Smith, Physics Letters A, 210, 382
(1996).

9. “On the Behavior of the Cathodically Polarized Pd/D System: A Response to Vigier's
Comments,” S. Szpak and P.A. Mosier-Boss, Physics Letters A, 211, 141 (1996).

10. “On the Behavior of the Pd/D System: Evidence for Tritium Production,” S. Szpak,
P.A. Mosier-Boss, R.D. Boss, and J.J. Smith, Fusion Technology, 33, 38 (1998).

11. “On the Release of nH from Cathodically Polarized Palladium Electrodes,” S. Szpak
and P.A. Mosier-Boss, Fusion Technology, 34, 273 (1998).

12. “Calorimetry of the Pd + D Codeposition,” P.A. Mosier-Boss, S. Szpak and M.H.
Miles, Fusion Technology, 36, 234 (1999).

13. “The Pd/nH System: Transport Processes and Development of Thermal Instabilities,”
P.A. Mosier-Boss and S. Szpak, Il Nuovo Cimento, 112, 577 (1999).

14. “Thermal Behavior of Polarized Pd/D Electrodes Prepared by Co-Deposition,” S.
Szpak, P.A. Mosier-Boss, M.H. Miles, and M. Fleischmann, Thermochimica Acta, 410,
101 (2004).

15. “The Effect of an External Electric Field on Surface Morphology of Co-Deposited
Pd/D Films,” S Szpak, P.A. Mosier-Boss, C. Young, and F.E. Gordon, J. Electroanal.
Chem., 580, 284 (2005).

16. “Evidence of Nuclear Reactions in the Pd Lattice,” S. Szpak, P.A. Mosier-Boss, C.
Young, and F.E. Gordon, Naturwissenschaften, 92, 394 (2005).
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Reprints of the journal articles from 1996 to 2005 are included in this volume of the
technical report. Earlier journal articles can be found in volume I of this technical report.

II.2.2 Conference Presentations/Proceedings/Posters

1. “Reliable Procedure for the Initiation of the Fleischmann-Pons Effect,” S. Szpak, P.A.
Mosier-Boss, and J.J. Smith, in The Science Of Cold Fusion, T. Bressani, E. Del Giudice,
and G. Preparata, eds., Proceedings of the II Annual Conference on Cold Fusion, Como,
Italy, June 1991.

2. “Comments on Methodology of Excess Tritium Determination,” S. Szpak. P.A.
Mosier-Boss, and J.J. Smith, Proceedings ICCF-3, H. Ikegami, ed., Third International
Conference on Cold Fusion, Nagoya, Japan, Oct. 1992.

3. “Thermal and Pressure Gradients in Polarized Pd/D System,” P.A. Mosier-Boss, J.
Dea, and S. Szpak, Amer. Phys. Soc., Indianapolis, IN, March 2002.

4. “The Dynamics of the Pd/D-D2O-Li+ System as a Precursor to the Fleischmann-Pons
Effect,” S. Szpak and P.A. Mosier-Boss, 2003 ANS Annual Meeting, San Diego, CA,
June 2003.

5. “Polarized D+/Pd-D2O System: Hot-Spots and Mini-Explosions,” S. Szpak, P.A.
Mosier-Boss, J. Dea, and F. Gordon. ICCF-10, Cambridge, MA, Aug. 2003.

6. “Precursors and the Fusion Reactions in Polarized Pd/D-D2O System: Effect of an
External Electric Field,” S. Szpak, P.A. Mosier-Boss, and F. Gordon. ICCF-11,
Marseille, France, Nov. 2004.

7. “Experimental Evidence for LENR in a Polarized Pd/D Lattice”, S. Szpak, P.A.
Mosier-Boss, and F. Gordon, Amer. Phys. Soc., Los Angeles, CA, March 2005.

Reprints of the proceedings papers from ICCF-10 and ICCF-11 are included in this
volume of the technical report.

II.2.3 Papers in Preparation for Publication

1. “The dynamics of the Pd/D-D2O-Li+ system as a precursor to the Fleischmann-Pons
effect,” S. Szpak, P.A. Mosier-Boss and J. Dea

2. “A note on the development of temperature and pressure gradients in a polarized Pd/D
system,” J. Dea, P.A. Mosier-Boss and S. Szpak.

Copies of these manuscripts are included in this volume of the technical report.
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II.2.4 Papers Rejected

1. “Thermal behavior of the Pd/D system: Transition from exothermic to endothermic
absorption,” S.Szpak and P.A. Mosier-Boss, submitted to and rejected by Thermochimica
Acta.

2.”Nuclear reactions in the Pd lattice,” S. Szpak, P.A. Mosier-Boss, C. Young and F.E.
Gordon, submitted to and rejected without comments by Nature.

Copies of these manuscripts and the reviewer comments are included in this volume of
the technical report.

II.2.5 Patents

1. “Electrochemical Cell Having a Beryllium Compound Coated Electrode,” S. Szpak
and P.A. Boss, Navy Case 76707. U.S. Patent No. 5,928,483 issued 7/27/99.

A copy of the patent is included in this volume of the technical report.

II.2.6 Technical Reports

1. “Metal/Hydrogen Energy Storage: Selected Technical Issues,” S. Szpak and P.A.
Mosier-Boss, Technical Report 1657, June 1994, Naval Command Control and Ocean
Surveillance Center RDT&E Division, San Diego, CA 92152-5000.

2. “Anomalous Behavior of the Pd/D System,” S. Szpak and P.A. Mosier-Boss, Technical
Report 1696, September 1995, Naval Command Control and Ocean Surveillance Center
RDT&E Division, San Diego, CA 92152-5000.

3. “Thermal and Nuclear Aspects of the Pd/D2O Systems. Vol. 1: A Decade of Research
of Navy Laboratories,” S. Szpak and P.A. Mosier-Boss, Technical Report 1862 vol. 1,
Feb. 2002, Space and Naval Warfare Systems Center San Diego, San Diego CA 92152-
5001.

4. “Thermal and Nuclear Aspects of the Pd/D2O Systems. vol. 2: Simulation of the
Electrochemical Cell (ICARUS) Calorimetry,” S. Szpak and P.A. Mosier-Boss,
Technical Report 1862 vol. 2, Feb. 2002, Space and Naval Warfare Systems Center
San Diego, San Diego CA 92152-5001.

II.3 Research Topics - Relevant Publications

The selected research topics emphasize (i) the state of the reactant, R, i.e., the state of the
last step preceding the nuclear event, (ii) the analysis of reaction product(s) and (iii) the
energetics associated with the reaction itself, eg., thermal, mechanical, nuclear. The
topics are discussed in papers designated by the number and section (eg., 1, II.2.1 means
the first paper in the section II.2.1).
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II.3.1 The State of Reactant R

The state of the reactant-precursor, R, is determined by the experimental protocol. The
topics that deal with these aspects include:
(i) processes associated with co-deposition (including rate and the degree of charging), 1,
2, 3, 6, 7, (II.2.1)
(ii) processes associated with D2 evolution (including formation of an interphase region),
4, 7 (II.2.1)
(iii) effect of cell current/overpotential (including emphasis on the effect of the system
deviation from equilibrium), 13 (II.2.1)
(iv) properties of the interphase region, 3 (II.2.1)
(v) effect of external electrostatic ffield, 15 (II.2.1)

II.3.2 The QP  Term.

Topics involving the state of reaction products and the energy output that are examined
include:
(i) nuclear (tritium production and X-ray emanation), 5, 8, 9, 10, 11 (II.2.1); 2 (II.2.2); 2
(II.2.4)
(ii) thermal (excess enthalpy, temperature distribution, catastrophic event), 12, 14
(II.2.1);3 (II.2.2); 2 (II.2.3); 1 (II.2.1)
(iii) mechano-chemical manifestation (mini-explosions); 5 (II.2.2); 2 (II.2.3)
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Abstract

Evidence for the emission of low intensity X-rays during cathodic polarization of the Pd/D system(s) is presented.
The Pd/D system was prepared by charging with electrochemically generated deuterium either palladium foil or palladium
electrodeposited from D2 0 electrolytes. Experimental and analytical procedures are described in detail.

1. Introduction

Production of excess energy in a cathodically polar-
ized Pd/D system has been reported by Fleischmann
and Pons [ 1 ]. In particular, they claimed that the rate
of excess enthalpy generation could only be explained
by a nuclear process since the magnitude of this ex-
cess was at least 100 times that of any known chemi-
cal reaction. However, the difficulty in accepting this
view has been the lack of correlation between the ex-
cess energy produced and the quantity of nuclear de-
bris generated by classical nuclear paths. Alternative
models have been proposed which predict, irrespective
of the origin of the source of excess heat production,
that the requisite energy deposited within the Pd lat-
tice should result in emanation of X-rays arising from
the disturbance of the electronic structure of the Pd/D
system [2-5].

Corresponding author.
E-mail: bosspgnosc.mil.

In this Letter, we present data collected during an
investigation of the emanation of soft X- and -rays
in the course of the Pd/D codeposition and during the
period of deuterium evolution on such electrodes re-
ported by us previously [6]. In support of our con-
clusions, we provide detailed information on cell de-
sign, data collection and examine the statistics of back-
ground radiation measured for a period of months. In
the interpretation of the X-ray data we include com-
puter synthesis of events that tend to reproduce the ex-
perimentally observed spectra. Because of the lack of
theoretical guidance, we present the experimental ev-
idence and avoid interpretation of the mechanism(s)
giving rise to the radiation.

2. Experimental

In developing the experimental procedure we have
concentrated on the importance of shielding, sensitiv-
ity of detectors, and cell design.

0375-9601/96/$12.00 c 1996 Elsevier Science B.V. All rights reserved
SSDI 0375-9601(95)00915-9

Reprinted with permission from Elsevier.
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Fig. 1. Background spectra in the Pb cave. (a) Featureless region from 7 to 45 keV, for the Si(Li) X-ray detector: total count of 1.2 x 104

counting time of 361.2 h. (b) 0 to 300 keV region, with spectral peaks identified, for the HPGe detector; total count of 1.06 x 106:

counting time of 275.6 h.
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2.1. Background radiation-shielding

Background radiation was monitored continuously
by a NaI(TI) detector placed in a lead-shielded cave
and intermittently by Ge and Si(Li) detectors in a sep-
arate lead-shielded cave when the electrolytic cell was
not in operation. The two caves, located approximately
2.0 m from each other, were shielded by ca. 5 cm thick
lead bricks. The Pb shielding reduced the background
radiation, defined here as the spectrum recorded with
the electrolytic cell in place but with no cell current,
by a factor of twenty. Both detectors showed constant
background over a period of several months. The y-
and X-ray detectors and the electrolytic cell remained
in a fixed position during experimental runs. Exam-
ples of the background spectrum, recorded in the cave
and covering regions from 7 to 40 keV and 15 to 300
keV are illustrated in Figs. Ia and lb, respectively. It
is seen that the region from 7 to 40 keV is feature-

less; in contrast, the region between 15 and 300 keV
exhibits well defined peaks.

2.2. Radiation detection; X-, y-rays

The procedure and data reduction are as follows:
Signals from the p-type high purity Ge detector
(HPGe-EG & G Ortec), with crystal dimensions of
5.8 cm diameter and 6.8 cm length, are amplified and
analyzed by a Davidson portable multichannel ana-
lyzer using 4096 channels with a gain of either 30 or
300. Other features: the crystal has an absorbing layer
of Al ( I mm) and inactive Ge (0.7 mm); the number
of equivalent attenuation lengths equals 13, 1.9 and
0.6 at 20, 40 and 60 keV, respectively. The relative
efficiency of the crystal is 37% at 1.33 MeV (defined
as Ge efficiency/3 in. x 3 in. Nal(TI) at 25 cm). The
spectral data are recorded on minicassette tape and
transferred to a work station for processing. Cell spec-
tra which have equivalent calibration parameters are
compared with the background spectrum on a bin-by-
bin basis using the standard -square distributed test
statistics. The signed square root of the test statistics
for each bin is plotted in units of standard deviation as
a function of bin energy. The procedures and data re-
duction for the continuous monitoring of background
radiation by the NaI(TI) detector (2 in. x 8 in. crys-
tal coupled to RCA 8575 PMT) are as follows: PMT
signals are amplified and analyzed with a Nuclear

Data Portable MCA using 512 channels. Spectral
data (50-1500 keV) are recorded on minicassette
tape for further processing. Each data accumulation
period count rate for the 75-1500 keV range is cal-
culated and plotted. The intensity of the X-rays flux
was measured with a Si(Li) detector, (Kevex model
PSI-amplifier model 4561), placed in close proximity
to the operating electrochemical cell.

2.3. Cell design

Three types of electrochemical cells were em-
ployed. The first type, shown in Fig. 2a, was de-
signed to provide overall information on spectra up
to ca. 3000 keV and to monitor the temperature of
cell elements in order to observe, in a crude fash-
ion, time dependent heat generation in the course of
Pd/D codeposition and electrolysis of D2 O, respec-
tively. For this purpose, the working electrode and the
spirally wound Pt counter electrode were centrally
located and the thermocouples attached accordingly.

In the second design, Fig. 2b, the working and
counter electrode assembly was modified to provide
an open structure of the counter electrode. A flat Pd
foil, instead of a cylinder (cf. Fig. 2a) was used as
the working electrode. The uniformity of the charg-
ing current was realized by maintaining a uniform dis-
tance between the electrodes. This design allowed us
to record lower energy levels of the emitted X-rays by
placing the whole electrode assembly within 0.5 to 0.7
cm of the X-ray detector's beryllium window. How-
ever, the increase in sensitivity was at the expense of
temperature measurements; the latter was monitored
in the electrolyte phase only.

Finally, to extend the detection capabilities to still
lower intensities of the radiation flux and lower en-
ergy levels, the third design employing a cathode in
the form of an open wire Ni mesh, onto which Pd is
deposited, and placed in close proximity to a thin, ca.
0.03 mm wall cell made of Mylar, Fig. 2c, was intro-
duced. The cell design differs from that used by Ben-
nington et al. [2] or Ziegler et al. [7] in two ways:
it assures a more uniform distribution of the charging
current density and, because of the open structure of
the working electrode and the close proximity to the
detector, it substantially reduces the attenuation of X-
rays while maintaining uniform current density.
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The cells were connected to a power source and

operated under either potentiostatic or galvanostatic
control (EG & G model 362). Only a limited set of

calorimetric data could be secured in the cells designed
for the detection of electromagnetic radiation. Of these
designs, Figs. 2a-2c, the calorimetric data recorded
for the cylindrical electrodes, Fig. 2a, are deemed to
be more reliable than the designs employing mesh

electrodes. The cell current, potential and temperature
were recorded every 10 min.

3. Results

0F

A--

0

Fig. 2. Electrolytic cells. (A) y-ray detector; (B) X-ray detector;
(C) reference electrode; thermocouples: TL attached to the ntenior
of the working electrode; T immersed io the electrolyte; T to
measure the cell wall temperature. (a) Centrally located electrodes
assembly, cell designed for examination of the spectral region
15-3000 keV. (b) Movable electrode assembly: closest approach
of the working electrode to the detector window of 0.5 cm; cell
designed for the spectral region 15-300 keV and provided with dual
detection system. (c) Cell designed for detection of soft X-rays.
The detector window is separated from the working electrode by
the thickness of the Mylar sheet.

In what follows, we consider observations made on
Pd electrodes prepared by (i) electrodeposition rom

an aqueous solution of Pd(NH 3 )4CI 2 at low current
densities (e.g., 200 ,uA cm- 2 ) for a period of ca. 20 h
followed by codeposition from the D2 O-electrolyte for

the spectral region 15-3000 keV; (ii) using commer-

cially available Pd foil for the spectral region 15-300
keV; and (iii) codeposition of Pd/D from the PdC12-

LiCI-D 2 0 solution for the spectral region 7-40 keV.

3.1. Spectral region: 15-3000 keV

The first set of experiments was designed to provide
an overview of the electromagnetic spectrum associ-
ated with events occurring during the cathodic polar-

ization of the Pd/D system. The effect of two charging

techniques was examined, viz., charging by a codepo-

sition process and by absorption of electrochemically

generated deuterium. It is noted that these two tech-
niques produce vastly different surface morphologies:

in the first case, a dendritic surface is created [61 and
in the second case, prolonged charging promotes the

formation of surface fissures [8]. In both cases, the
spectral region 15-3000 keV, after subtraction of back-
ground, was featureless. Examining the data in terms

of counts per second. we note an overall 1. 8 ± 0.1 1%
increase in the count rate during cell operation, Figs.
3a and 3b. To determine that the observed increase

in count rate is statistically significant and not due to
random events, we employ the t-test [9] where is

given by

_2 A

o1/ni + 2/n2 (I)

- T T T.

1N I.1

A

Ag
-Pd

L-1am.
20 mm
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Fig. 3. Electromagnetic flux emitted during cathodic polarization of the Pd/D system: spectral region 15-3000 keV recorded by the Ge
detector. Cell design as in Fig. 2a; electrode area of 2.51 cm2 Ag deposited from a cyanide solution at 2 mA cm- 2 for 10 tin; the Pd
layer is deposited from a Pd(NHj) 4 Cl2 -H2 0-LiCl solution at 200 /JA cm- 2 for 48 h the cell current profile under galvanostatic control
and electrolyte modifications is indicated: background - solid circles; operating cell - open circles. (a) Electrolyte: 0.003 M PdCI2 -0.3 M
LiCI-D2 0 LiOD added after depletion of Pd2+ ions (indicated by an arrow): addition of CS(NH2)2 is indicated by an arrow. Statistical
information: background: i = 6, = 6.272, (r = 0.019; codeposition: a = 9 (the first 9 data points of cell operation); x = 6.383, r = 0.027,
t = 9.2, P(9.2) = 3.57 x l0-211; a = 9 (the last 9 data points of cell operation); .t = 6.336, = 0.023. t = 5.7. P(5.7) = 2.143 x 10-.
(b) Electrolyte: 0.1 M LiOD; addition of CS(NH2 )2 indicated. Statistical information: background and inactive period, first 9 data points
of cell operation: = I I; X= 6.285, 7 = 0.016; active period: it = 1, x = 6.322, (r= 0.048, = 2.45, P(2.45) = .429 x 10-2.

where xlt and x2 are the mean values for data sets con-
sisting of n and n measurements, respectively, and
o1 and 0-2 are the standard deviations of the means.
The probability, P(t), that increases with the count
rate for n measurements are due to random events is
very high for low values of t. However, that proba-
bility decreases rapidly with increasing t values (see
Ref. [9], Table A VI.2). Here, we consider a t value
greater than or equal to 3 (P(3) = 2.699 x 10-3) in-
dicative that the difference between the means of the
nt and n2 data sets are statistically significant. The re-
sults of the statistical analyses are summarized in the
figure captions.

While an increase in the count rate (ca. 4% ) oc-
curred shortly after the initiation of the Pd/D code-
position process on a dendritic surface, Fig. 3a, sev-
eral days of charging were required to observe the
same effect on a smooth surface, Fig. 3b. The com-
mon features for the two surface morphologies are:
low level radiation as evidenced by the increase of
the count rate and the effect of surface active agents,
e.g., thiourea, on the initiation and/or re-activation of
the X-ray producing process(es), Figs. 3b and 3a, re-

spectively. As shown in Fig. 3a, the ca. 4% increase
in the count rate terminated after the completion of
the codeposition process (ca. 50 h). During the Pd/D
codeposition, the count rate was not affected by the
cell current profile and the emitted radiation, with t =
9.2, P(9.2) = 3.57 x 1I-20, is accompanied by ex-
cess enthalpy production, as inferred from the higher
temperature of the working electrode than that of the
electrolyte phase. After completion of the codeposi-
tion process, a decrease in the count rate is observed.
The addition of thiourea resulted in a statistically sig-
nificant, t = 5.6, P(5.6) = 2.143 x 10-8, increase in
count rate and the temperature of the bulk electrode
exceeded the temperature of the electrolyte, clearly in-
dicating the excess enthalpy production. Similarly, in
Fig. 3b, an increase in count rate is observed with the
addition of thiourea. Here, however, the statistics are
weaker since t = 2.45, P(2.45) = 1.429 x 10-2. Nev-
ertheless for t= 2.45, the probability that the increase
in count rate is the result of random events is 1.4%.

9 1l 2 3 i

D 1 i.da 0Y

- ceI~c,,lm
oil

386

42



S. Szpak et al. / Physics Letters A 210 (1996) 382-390

3.2. Spectral region: 15-300 keV
0.024

Analyses ol the 15-3000 keV spectral region indi-
cate that the increase of the count rate occurs at low
energy. Consequently, we redesigned the cell to re-
duce the attenuation of the radiation flux, Fig. 2b, and,
additionally, we employed two independently operat-
ing detectors capable of viewing overlapping regions,
viz., one for the X-ray and one for the y-ray regions.
Four experiments, each of ca. one month duration,
showed the same characteristic features, namely a si-
multaneous increase of the count rate as observed by
both detectors. In this set of experiments, a Pd foil was
charged under controlled overpotential in the sulfate
electrolyte with BeSO4 as the additive. The results,
summarized in Fig. 4, are as follows: No radiation
above background is noted during the initial period
of charging (ca. first eight days). The flux intensity
varies with time as illustrated in the y-ray count rate by
the two periods of time I and I. Within these periods
a statistically significant increase in the radiant flux,
with t = 8.69, P(8.69) = 3.31 x 0-18 and t = 14.89,
P(14.89) < 10-23, respectively, has occurred. Ex-
amining the same periods of time for the X-ray com-
ponent we note no increase in the count rate within
the first region (t = 0.44, P(0.44) = 3.3 x 10-').
In contrast, region II reveals a statistically significant
increase in the count rate, as evidenced by t = 5.0,
P(5.0) = 5.73 x 10-7. The flux intensity exhibits a
weak dependence on the overpotential (also cell cur-
rent). Parenthetically, we observe upon subtraction of
the background, no clearly discernible peaks within
this spectral region.

3.3. Spectral region: 7-40 keV

The electrolytic cell shown in Fig. 2c was employed
to examine the low energy spectral region, e.g., 7-
40 keV. In all runs we observed an increase in the
count rate especially in the low energy end. In some
instances, as illustrated in Fig. 5, it appears that weak
peaks are emerging, one at ca. II keV, point A, the
other at ca. 20 keV, point B. The position of point
B is unchanged while that of peak A tends to shift
to lower energies without clearly defined changes in
experimental conditions.
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Fig. 4. Electromagnetic flux emitted during cathodic polariza-
tion of the Pd/D systetm; spectral region 0-3)0 keV: upper
segment: spectral region 7-40 keV; lower segment: spectral re-
gion 40-300 keV. The arrows indicate the applied overpoten-
tial, in V, versus the Ag/AgCI reference electrode: background
- solid circles; operating cell - open circles. The dashed line
in both plots indicates background count rate. Cell design as
in Fig. 2b; electrode: Pd foil, area 2 cm2 ; electrolyte: 0.3 M
Li2 SO4 -D2 0-Be (100 ppm added as BeSO4 ). Statistical in-
formation of the 7-40 kV region: background: a = 12 (four
background data points plus the first eight data points during
cell operation), x = 0.0191, o = 0.00026; legion 1: = 16,
. = 0.01917, o- = 0.00057, t = 0.44, P(0.44) = 3.3 x 1-;
region 11: n = 9, . = 0.0204, r = 0.00068. t = 5.00.
P(5.00) = 5.73 x 10-7. Statistical information of the
40-300 keV region: background: n = 12 (four back-
ground data points plus the first eight data points during
cell operation), x= 7.994, or = 0.006; region 1: al = 16, .x = 8.057,
ar = 0.030, t = 8.69, P(8.69) = 3.31 x 0'1; region II: n = 9,
. = 8.126, (=0.026, t = 14.89, P( 14.89) < 1(-2

4. Discussion

The cell design employed in this research was
selected to optimize the probability of detecting X-
emissions during electrochemical loading of Pd. Si-
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Fig. 5. X-ray spectrum emitted during cathodic polarization of
the Pd/D system; spectral region 7-40 keV; background spectrum
subtracted. Cell design as in Fig. 2c.

multaneous measurement of other possible markers,
e.g., excess heat was not possible without disturbing
the integrity of the experimental procedure. The re-
sults presented here represent a condensation of data
collected over the course of two years and include
experiments run under a variety of electrochemical
conditions.

4.1. Methodology of measurements

Reliable analysis of low level radiation fluxes re-
quires that the detectors and cell be shielded. How-
ever, even with shielding background radiation arises
from cosmic rays interacting with the heavy atoms of
the shielding material, e.g., Pb, cf. Fig. lb. To insure
an acceptable interpretation of weak signals, a contin-
uous and independent monitoring of the background
is needed, preferably by an instrument having higher
sensitivity. For this purpose we selected the NaI(TI)
detector. In our experimental arrangement the back-
ground radiation, in identically shielded caves, was
five times higher than when measured by the Ge de-
tector. As indicated, vide Section 2.1, the background
radiation was constant throughout the course of our
experiments. To illustrate, the mean value of the back-
ground count rate from the NaI(TI) detector for a
six week period was 10.17 ± 0.04 cps while the val-
ues for each of the individual weeks was 10.144 +

0.056,10.147±0.036, 10.185±0.038.10.174±0.025,
10.134 0.028, and 10.112 ± 0.030.

The argument usually offered for the rejection of
the reported behavior of the polarized Pd/D system
is that the low intensity of the radiant flux is, in real-
ity, due to electrical noise. This argument is less com-
pelling if a dual detection system is employed. Here,
the dual system, consisting of the Si (Li) and Ge detec-
tors, viewing simultaneously the electrochemical cell
and operating independently from each other, exhib-
ited the same behavior, i.e., a simultaneous increase of
the count rate as illustrated in Fig. 4. While there is a
general correspondence in the count rates between the
X-ray and y-ray detectors, i.e., the peak count rates for
both detectors vary in the same manner, they exhibit
different slopes. The y-ray data in Fig. 4b appears to
have two components: one which correlates with the
X-ray data and another which corresponds to a mono-
tonic increase in count rate. It is noteworthy that with
termination of cell operation, the count rates observed
by both detectors were as typical as that observed for
background. Such behavior suggests a complex mech-
anism(s) responsible for the generation of the radia-
tion.

4.2. Analysis

Several factors support the argument that the ob-
served increases of the count rates can be attributed
to electromagnetic emanation from the cell. First, as
shown in Fig. 4, there is definite correspondence in
count rates versus time between the X-ray and y-
ray detectors. Second, the additives, e.g., thiourea and
Be2+ ions as well as the surface morphology, affect
the intensity of the radiation flux, cf. Figs. 3 and 4.
Third, the codeposition method of loading exhibited
a shorter initiation time before the appearance of pos-
itive count rate deviations than the electrochemically
charged electrodes; and finally, the increased count
rates are observed sporadically, similar to other re-
ported activities in these systems.

The low energy spectral distribution, cf. Fig. 5, re-
veals two features, viz., an increase of the count rate
and the presence of rather weak peaks. one at ca. 20
keV and another at ca. 8-12 keV. This behavior is in
general agreement with statements presented by other
researchers. Forexample, Bennington et al. [2] stated:
"any nuclear event depositing its energy within the
Pd lattice will, in theory, produce X-rays by refilling
of the K,5 -shell of the excited Pd atoms". Buehler et

I. __......... . .- - . .. ... .
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Fig. 6. Computer simulation of the addition (superposition) of weak spectral lines to the broad energy distribution ( bremsstrahlung). (a)
The difference of two background files illustrating a symmetric distribution about zero. (b) Energy distribution of the X-ray emanating
from thorium oxide. (c) X-ray spectrum of Am: peak A: 13.76 keV L: LMtv; peak B: 17.71 keV L: LMjv. (d) Computer
simulated energy distribution for a sum of: 0.00 15 Am spectrum (cf. Fig. 6c): 0.02 ThO2 spectrum (cf. Fig. 6b) and a difference of two
separate backgrounds, all normalized to a 24 h period. Note: (i) asymmetry about zero due to bremsstrahlung; (ii) the emergence of
weak Am peaks A and B.

al. [3] noted that charged particles, generated in the
course of a nuclear event, e.g., p4 , t. a2 particles,
would ionize the Pd atoms to produce the K, or K:
X-rays. On the other hand, because of the high den-
sity of oscillating plasma, a broad energy spectrum is
expected [4,5,101.

We interpret the spectrum illustrated in Fig. 5, as re-
sulting from the superposition of a weak peak upon a
featureless background, e.g., the sharp peak of Pd K,
superimposed upon the bremsstrahlung arising from
the oscillating plasma of the cathodically polarized
Pd/D system. To demonstrate this we proceed as fol-
lows: First, as expected, the subtraction of two back-
grounds recorded by the same arrangement within two
time periods, is symmetrical around zero, Fig. 6a. Sec-

ond, we constructed a model spectrum which con-
tained a simulated bremsstrahlung component and a
discreet line source component to determine the ap-
pearance of the resulting composite. To simulate the
bremsstrahlung, we recorded the thorium oxide spec-
trum, Fig. 6b, while the americium spectrum was se-
lected to represent the contribution of a line source,
i.e. sharp peak(s), Fig. 6c. Addition of these spectra
and the subtraction of the background resulted in the
spectrum in Fig. 6d. The spectrum in Fig. 6d exhibits
a structure very much like the experimental spectrum
presented in Fig. 5. While this is not definitive evi-
dence that Fig. 5 is a composite, it at least demonstrates
that a spectrum consisting of a few energy peaks su-
perimposed on a bremsstrahlung background is a con-
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sistent interpretation of the observed spectrum shown
in Fig. 5. Based on this interpretation, the emerging
point B, Fig. 5, is most likely the Pd K, peak. The
assignment of peak A is less certain. Employing the
approximate formula relating the energy of the K se-
ries to the number of protons, Z, viz., Ry(Z - 1)2;

Ry = 13.5 eV gives for the 11-12 keV energy range
the value of Z = 28-30. One of the elements having
the required number of protons is nickel, used here
as the substrate onto which the Pd/D system was de-
posited. However, the known energy of the Ni K series
is substantially less than that observed here. We can-
not rule out the possibility that peak A is due to Pt,

which is a cell component (our anode) and has L line
emissions in the 10-13 keV range. It is possible that
during prolonged electrolysis in Cl- solutions, small
amounts of Pt could be transported from the anode to
the cathode.

With respect to the effect of additives on radia-
tion emission processes, both Be 2 and thiourea are
known to increase the rate and degree of deuterium up-
take. Similarly, radiation emissions are observed with
extended surfaces, such as the globular or dendritic
growths associated with Pd/D codeposition, which in-
crease deuterium uptake. Collectively, these observa-
tions provide evidence for a coupling between deu-
terium uptake and radiation emissions.

5. Conclusions

Accepting the conclusion that weak electromagnetic
radiation is responsible for the observed results, we
make the following statements:

(i) While attempting to monitor the emanation of
X-rays from the cathodically polarized Pd/D system,
an adequate shielding must be provided and the work-
ing electrode must be placed close to the detector win-

dow.
(ii) The cathodically polarized Pd/D system emits

X-rays with a broad energy distribution and with an
occasional emergence of recognizable peaks. Because
of the low intensity of the electromagnetic flux, its de-
tection requires that cells be constructed accordingly.

(iii) The emission of X-rays appears to be sporadic
and of limited duration.

(iv) Surface morphology influences radiation emis-
sions - codeposited Pd/D electrodes exhibit shorter
initiation times prior to the observation of radiation
emissions. In the cases when either Be>t ions or
thiourea were added to the electrolyte, similar positive
effects were observed.
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Abstract

Electrodes prepared by Pd\D codeposition exhibit highly expanded surfaces which achieve high degrees of D\Pd
loading within seconds. In this communication, morphology of the Pd electrode, the structure of the interphase, and selected
thermal effects are discussed.

In response to Professor Vigier’s comments, we
assemble in this Letter other observations of the
behavior of the Pal/D system when under cathodic
polarization. This material is provided with the hope
that such data may contribute to unraveling the
mysteries of the Fleischmrmn-Pens effect announced
on 23 March 1989. Here, we address: (1) morphol-
ogy of the Pd electrode, (2) structure of the inter-
phase, and (3) selected thermal effects. Only elec-
trodes prepared by the codeposition technique, i.e.,
by palladium electrodeposited in the presence of
evolving deutenum, are considered [I].

(1) Electrode morphology. Electrodes prepared by
codeposition exhibit highly expanded surfaces con-
sisting of small spherical nodules, Fig. 1a. A high
degree of deuterium loading, with the atomic ratio
D\Pd >1, is obtained within seconds [2]. This be-

‘ Corresponding author. E-mail: bossp@nosc.mil.

havior appears to be similar to that observed by
Celani et al. (cited in Ref. [3]).

(2) %wdure of the inte~hase. The metal side of
the electrode/electrolyte interphase comprises, at
least, two layers of vastly different deuterium content
[4]. The presenee of D; species in the interphase, at
moderate cathodic overpotentials, has been suggested
[4], supporting the tight orbit model. Moreover, the
interphase is an active participant in the rate of
charging, the intensity of emanating X-rays [5] as
well as other manifestations, e.g., tritium production
and its distribution between the electrolyte and vapor
phases [6].

(3) Thermal @ects. Observed thermal effects
cover a wide range: from electrolyte cooling to the
melting of the Pd electrode [7]. Electrolyte cooling in
the initial stages of codeposition has been observed
[1]. With further charging, the electrode temperature
(measured by a thermocouple) exceeds that of the
electrolyte by a few degrees. However, when viewed

0375-9601 /%/$ 12.00 Copyright O 1996 Elsevier Science B.V. All rights reserved,
PI1 S0375-9601 (96)00450-1
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Fig. 2. Temperature distribution of the Pd electrcde, prepared by co-deposition on a Ni screen, during cathodic polarization as recorded by

an infrared camera. (a) Appearance of “hot spots”; (b), (c) merging of hot spots to form larger temperature zones; (d) graphical

representation of temperature distribution.

with an infrared camera, the chaotic appearance/dis-

appearance of hot spots is observed, followed by

merging in larger islands that often exhibit oscilla-

tions in size, Figs. 2a and 2b. The most extreme

temperature rise, exceeding the melting point of Pd,
was observed once. In this case, molten Pd was
deposited on the wall of the electrolytic cell in the
form of a thin film, Fig. 1b.

In selecting the topics for inquiries into the
Fleischmann-Pens effect, we kept in mind the clos-
ing sentence in Born’s 1943 address to the Durham
Philosophical Society [8]: “My advice to those who
wish to learn the art of scientific prophecy is not to
rely on abstract reason, but to decipher the secret

language of Nature from Nature’s documents, the
facts of experience.”
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Evidence for tritium production in the PdlD system 
under cathodic polarization is presented. A comparison 
of the observed distribution and that calculated, based 
on the conservation of mass , leads to the conclusion that 
tritium is produced sporadically at an estimated rate of 
- 103 to 104 atomis. The results of several runs are in­
terpreted by employing the concept of an electrodel 
electrolyte interphase and the accepted kinetics of 
hydrogen evolution. Burstlike events followed by longer 
periods of inactivity yield poor reproducibility when dis­
tributions are averaged over the total time of electrolysis. 

I. INTRODUCTION 

An early report on the behavior of the Pd/D system, 
with atomic ratio [D]/[Pd] > 0.8, suggested that fusion 
of deuterons occurs within the palladium lattice when the 
system is under prolonged cathodic polarization. I Apart 
from the reported enonnous excess enthalpy, supporting, 
evidence for nuclear activities are emanating radiation 
(X andlor gamma rays) and the production of new nu­
clei. Indeed, weak radiation was demonstrated recently. 2 
Among the expected new nuclei to be produced is tri­
tium. For a number of reasons, tritium production ap­
pears to be an appropriate topic for investigation: 

I. A half century ago Oliphant et al. 3 reported that 
transmutation of deuterium into tritium and hydrogen 
occurs when a perdeutero inorganic compound, e.g., 
(ND4),S04, is bombarded with low-energy deuterons. 

2. A theoretical treatment concerning the occur­
rence of nuclear events when deuterium is electrochem-
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ically compressed in condensed matter indicates that 
tritium production can arise from a dod reaction in which 
the excited state of 4He decays into t -!o P (Ref. 4). 

3. By mass balance arguments, low-rate produc­
tion of tritium has been reported by (among otherss.6) 
Will et al., 7 whose closed cell measurements make a com­
pelling argument for excess tritium as a product of 
electrolysis. 

4. The analytical methods for the determination of 
tritium content are now well developed. 

In this paper we describe in detail the experimental 
procedures (Secs. II.A and II.B) and present data on tri­
tium content and its distribution recorded during the elec­
trolysis of heavy water (Sec. II.C). Specifically, in the 
course of charging the palladium lattice with electro­
chemically generated deuterium, we observed periods of 
detectable production of tritium. These periods occur spo­
radically and appear to be controlled, to a degree, by the 
structure of the interphase (Sec. III). 

II. EXPERIMENTAL 

The experimental procedure employed follows 
closely that described previously.8 Here, we report data 
obtained from two sets of experiments: (a) an electrolyte­
gas phase tritium distribution recorded at -24-h inter­
vals with intermittent electrolyte additions using an 
arbitrarily selected cell current profile and (b) a three­
phase distribution occurring within the time period re­
quired to reduce the initial volume of electrolyte by half 
at a priori selected constant cell current. 

Il.A. Electrolytic CelI-Cu"lnt Profile 

The electrochemical cell and recombiner are shown 
in Fig. I. Each cell, with graduated wall to provide an 
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Cu 
Ag 
Pd 

catalyst 

Fig. l. Experimental cell and recombiner assembly (schematic): (a) electrolytic cell, (b) recombiner; inset shows detail of cell 
assembly. 

additional check on the volume of electrolyte, was con­
nected to a recombiner containing a catalyst (sup­
plied by Giner, Inc.) of sufficientty large surface area 
(- 100 cm') to ensure nearly complete recombination of 
evolving gases. The working palladium electrode was pre­
pared as follows: an -3.0-cm' copper foil was wrapped 
around a glass rod (Fig. I inset). Onto this foil a thin film 
of silver waS deposited from a cyanide bath to provide a 
better lattice match with the electrodeposited palladium 
layer. The palladium electrodes of two vastly different sur­
face morphologies were prepared: one with a smooth sur­
face by deposition from a Pd(NH3hClrH20 solution at 
low-current densities and the second with a mossy (den-

FUSION TECHNOLOGY VOL. 33 JAN. 1998 

dritic) surface by electrodeposition from a PdCI,-LiCl­
D20 solution in the presence of evolving deuterium. The . 
placement of th�, counterelectrode, made of a tightly coiled 
platinum wire, ensured uniform current distribution on . 
the working electrode. 

The electrochemical charging of the palladium elec­
trodes was under galvanostatic control by a power source 
delivering constant current with a 0.1 % ripple (EG&G 
Par model 363 potentiostat/galvanostat). The composi­
tion of electrolyte employed during charging is given as 
cited in this paper. To increase the detection sensitivity, 
only heavy water with a low tritium content, -19 dpm/ml 
(supplied by Isotec, Inc.), was used. 
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II.B. Sampling Procadura-Tritium Analysis 
The sampling procedure is illustrated in Fig. 2. A 

known volume of electrolyte and tritium content V(I,) is 
electrolyzed at a constant cell current i for a period of 
l!.1 = 12 - I,. During this time period the electrolyte vol­
ume is reduced by V,(I,) = iMwl!.t/2Fp. At time 12, a 
sample is withdrawn, further reducing the electrolyte vol­
ume by V,. Immediately after sampling, the electrolyte 
volume is restored by addition of the electrolyte in the 
amount of Va(I,) = 2V, + V,. After a few minutes to 
allow for mixing, a second sample V, (14) is removed for 
tritium analysis. Removal of a second sample, following 
the electrolyte addition, ensures that the electrolyte vol­
ume and tritium content are accurately known at the be­
ginning of the next time interval. The sampling and 
addition procedures were carried out without the inter­
ruption of the cell current flow. 

Tritium content of the samples was measured by a 
liquid scintillation technique. In particular, I ml of sam­
ple is added to 10 ml of Fischer Scientific ScintiVerse E 
Universal LSC cocktail in a borosilicate vial. The pre­
pared solutions were counted for 600 min in a Beckman 
LS 6000 LL scintillation counter. This instrument re­
ports counts per minute (count/min) and disintegration 
per minute (dpm) with a 20' error. To eliminate interfer­
ence from chemiluminescence, all electrolyte samples 
were distilled to dryness and the distillate was analyzed 
for tritium content. Samples collected in the recombiner 
required no pretreatment. 

V(I,).. 

Q) 

-r-- I VII,) I 
v, : : 

V. 

l 

E " VII,) 
g 

� I I 
-r - i------------- : v. 

V(I,) 

v. : i l _J __ �-------------- � 
t 1st sampling-.II 
I J I 
t 2nd samp�ng � I 

ill 
time 

Fig. 2. Sampling profile for constant cell current density: 
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V(I,) = initial volume (also, initial volume for any 
charging period); V(I,) = volume after the passage of 
charge it.!; V. = sample volume; Va = volume added; 
12 = time of first sampling; r, = electrolyte addition 
time; 14 = time of second sampling. 

The determination of the tritium content in the work­
ing palladium electrode is a two-step procedure, namely, 
the transfer of sorbed tritium into a liquid phase fol­
lowed by scintillation counting. Two methods were em­
ployed to accomplish this transfer: the anodic oxidation 
of sorbed tritium and the method described by Will 
et al. 7 In the first case, the working electrode, while un­
der cathodic overpotential, was rinsed by flushing the cell 
with NaCl-H20 solution to remove all D20 containing 
tritium and placing it under the anodic overpotential of 
+0.5 V compared with the Ag/AgCI reference. In the 
second case, the palladium electrode was dissolved in aqua 
regia and neutralized with CaCO,. As with the electro­
lyte samples, the resultant solutions from both treat­
ments were distilled to dryness, followed by scintillation 
counting of the distillate. 

Error analysis included the assessment of the preci­
sion of measurements in 

I. electrolyte volume 

2. sampling/addition time intervals 

3. constancy of cell current 

4. tritium analysis. 

On the basis of an extensive investigation,8 we con­
cluded that the largest error, as indicated by the instru­
ment readout and detennined by standard procedures, is 
in the tritium analysis. The typical error of ± 1.2 dpm is 
not the statistical error of counting but the cumulative 
uncertainty due to the propagation of error detennined 
by a procedure commonly employed in the presentation 
of experimental data. 

Il.e. Data Pra .. ntation 
A qualitative assessment of tritium distribution be­

tween the electrolyte and gas phases resulting from a 
prolonged evolution of deuterium generated by the elec­
trolysis of D20 is given in Figs. 3 through 6. The elec­
trolyses were carried out under varying cell current 
profiles and composition of additives. Changes in cell 
current, times of sampling, and recombiner efficiency 
are indicated in the figures (axes i, Va' and €,), while ac­
tual experimental data are provided in Appendices A 
through D. 

Three distinct cases can be seen from the data: 

I. prolonged electrolysis without tritium produc­
tion (Fig. 3) 

2. sporadic tritium production with periods of inac­
tivity wherein the isotopic separation factor is at 
or near the nonnal value for T /D systems through­
out (Figs. 4 and 5) 

3. sporadic tritium production in which selective en­
hancement of the gas phase tritium level occurs 
(Fig. 6). 
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Fig. 3. Two-phase tritium distribution (s = 0.71): computed (dashed) and experimental (solid line). Electrode: area = 3 cm'; 
Cu-Ag-Pd [deposited from Pd(NH3hCI,j; electrolyte: 0.3 M LiOD; additive: 113 ppm B,03; cell current, electrolyte 
addition, and recombining efficiency indicated by arrows along the time coordinate (i, Va, and E" respectively). Addi­
tional data are given in Appendix A. 

In all cases, there is good agreement between the calcu­
lated and observed tritium distribution; namely, the ex­
perimental (open circles) and calculated (solid circles) 
fall within the cumulative uncertainty of ± 1.2 dpm 
(shaded area). Those instances where significant devia­
tion between the observed and expected concentration of 
tritium in both phases occurs indicates the periods of tri­
tium production, as indicated by arrows. 

Case 1,' The tritium distribution summarized in 
Fig. 3 serves as an example of the absence of tritium pro­
duction over the -3-week duration of the electrolyses, 

FUSION TECHNOLOGY VOL 33 JAN. 1998 

thereby serving as a blank test of the model calculation 
for a different charging profile. It is seen that the ob­
served and calculated values are in good agreement, al­
lowing the determination of the separation factor s (see 
Sec. III.B). 

Case 2: In contrast, Figs. 4 and 5 show active peri­
ods of type 2 mentioned earlier. In Fig. 4, one active pe­
riod of -3-days' duration (June 21, 22, 23), occurs 
30 days after the initiation of charging. Figure 5 shows 
two active periods (April 21  to May 3 and May 19, 20, 
21),  separated by 14 days of inactivity. In these instances 
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Fig. 4. Two-phase tritium distribution (s = 0.71): computed (dashed) and experimental (solid lines). Electrode area = 2.5 em'; 

Cu-Ag-Pd deposited from Pd(NH,)z CI,; electrolyte: 2.6 X 10-' M PdCl, - 0.3 1 M  LiCI; additive: 200 ppm MgCl,; cell 
current (rnA), electrolyte addition, recombiner efficiencies indicated. Additional data are given in Appendix B. 

the isotopic separation factor does not change, and the 
enrichment occurs in both the electrolyte and gas phases. 
The constancy of the isotopic separation factor, s = 
0.68 ± 0.04, indicates that the reaction path for the ca­
thodic charge transfer did not change either in the course 
of prolonged electrolysis or between runs and that tri-

42 

tium generated during the active periods first entered the 
electrolyte phase resulting in the isotopic distribution con­
trolled by the electrodic reaction. 

Case 3: The data summarized in Fig. 6 show an ac­
tive period in which tritium enrichment is limited to the 
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Fig. 6. Two-phase tritium distribution (s = 0.67). Note that the s value was computed using data of the last 7 days. Electrode: 
prepared by codeposition; electrolyte: 0.05 M PdCl, + 0.6 M LiCl; cell current, recombiner efficiency, D,O addition 
indicated. Additional data are given in Appendix D. 

gaseous phase only. This enrichment occurs shortly after 
the completion of the codeposition process and is sub­
sequently followed by a period of inactivity. The time­
dependent tritium concentration in the electrolyte agrees 
at all times with the computed values when s = 0.67. 

We wish to remark that the absence of tritium pro­
duction (Fig. 3) means only that within the investigated 
time interval no activities were observed. It does not mean 
that they could not occur at some later date, a position 
expressed earlier by Bennington et al. 9 

44 

III. DISCUSSION 

In what follows, we examine the structure of the 
interphase and the origin and constancy of the isotopic 
separation factor and provide an interpretation of exper­
imental data. 

IIl.A. Structure of the Interphase-Transport Paths 

The kinetic aspects of the hydrogen/deuterium evo­
lution reaction are presented in numerous textbooks, of 
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Fig. 7. Structure of the interphase; tritium distribution paths, 

where r = reaction site, a = adsorption site, e = charge 
transfer site, n = nucleation and gas evolution plane. 
(a) Fluxes on nonabsorbing electrode: i = iD + h de­
notes cell current and currents producing gaseous deu­
terium and tritium; (b) fluxes on absorbing electrode­
path A; (c) fluxes on absorbing electrode-path B. 

which the most thorough is the Bockris and Reddy trea­
tise.'o Here, we limit our discussion to the thermo­
dynamic structure of the electrode/electrolyte interphase 
formulated by van Rysselberghe, II For our purpose, we 
include the metal side and indicate only the relevant 
processes that influence the magnitude as well as the 
constancy of the isotopic separation factor (Fig. 7). Ir­
respective of the operating rate determining step, species 
undergoing electroreduction c;:) (m = 020, OTO) are 
in equilibrium with those in the bulk (b) electrolyte, i.e., 
e;';) .... e!:) Superscript (r) refers to the location where 
the reactive species affect the rate through their electro­
chemical potentials, the r plane (Fig. 7a). The reaction 
product, in an adsorbed state e,�) is in equilibrium with 
those dissolved in the electrolyte C�b), and when its sol­
ubility limit is exceeded, gas bubbles, which also are in 
equilibrium with the bulk electrolyte, are formed. The 
set of restrictive conditions that ensures the constancy of 
the separation factor is as follows: 
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l .  Evolution reaction of hydrogen isotopes is inde­
pendent of each other; i.e" i = io 

+ 
iT' 

2, Sufficiently high overpotentials are applied so that 
the reverse reactions may be neglected. 

3, The system operates in a stationary state; i.e" equi­
libria between various species are established, re­
sulting in d8m/dl = 0 (Ref. 12), 

Under these conditions, the tritium distribution occurs via 
path A, whereby the cell current i is divided into iT and 
io and the hydrogen evolves from the electrolyte phase 
at the n plane. This is manifested by an increase in tri­
tium concentration in both phases (Fig. 3), 

For the deuterium-absorbing electrode material, the 
concept of the interphase must be extended to include 
the metal side, as indicated in Figs, 7b and 7c by A, If 
tritium is produced within the bulk electrode and trans­
ferred to the electrolyte phase, it must be first brought to 
the adsorption plane (a plane), The constancy of the s 
factor requires an equilibrium condition between species 
located within the interphase and demands that all tritium­
bearing species first enter the electrolyte phase, i,e" fol­
low path A (Fig, 7b), The data summarized in Figs, 4 and 
5 support transport via path A. The latter condition re­
quires the presence of a charged"H (n = 1 ,2,3) species 
in the A layer that interacts with the 00 - ion, The exis­
tence of such species, e,g., [T", TJ +, [0", Tj+, 
[0, , . OJ +, was postulated in our recent publication. 13 
If, however, the conditions are such that transport to the 
electrolyte phase is prevented, path B becomes opera­
tive, resulting in substantial enrichment of the gas phase 
(Fig,7c), 

The data summarized in Fig. 6 show selective en­
richment of the gaseous phase, suggesting that path B is 
the method of transport. The return to a normal distribu­
tion indicates a transition from path B to A. This behav­
ior suggests that tritium production occurs shortly after 
completion of the codeposition process and is affected 
by the morphology (mossy, dendritic) of the palladium 
surface, The transition from path B to A implies an ac­
tive participation of the interphase region that, most likely, 
is attributed to the restructuring of the electrode surface 
as well as to the enhanced concentration of hydrogen iso­
topes within the interphase region during the codeposi­
tion process. A detailed presentation of the restructuring 
processes can be found in Ref. 14. 

Ill.B. Tritium Distribution-Governing Equations 

In the presentation of data and the subsequent anal­
ysis, we assume the constancy of the isotopic separation 
factor. As shown in Ref. 8, the time dependence of tri­
tium content in an open cell, operating galvanostatically 
with intermittent sampling, is given by Eq. (1): 

f(l) = [m(O) - r(i)IJ,-1 
[ frO) ( ' q(I)'] 

x m(O)' I + 
Jo [m(O) _ r(i)IJ' dl , (1) 
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which, for q(/) = q '" 0, we have Eq. (2): 

[ m(O) - ,(i)/],-1 q /(1) = /(0) m(O) + ($ _ l),(i) 

x {I -
[m(O�;�(i)T-I} 

(2) 

while, for q(/) = 0 it reduces to Eq. (3): 

_ [m(O)-'{i)/]'-1 
/(/) - /(0) m(O) (3) 

where 

/ = tritium mass fraction 

m = mass of the electrolyte phase 

,(i) = iMw/2:F = the rate of change associated with 
the passage of cell current i 

q = rate at which tritium is added/removed from 
the solution phase by whatever process in­
cluding transport of tritium generated in the 
bulk electrode 

$ = isotopic separation factor. 

The isotopic separation factor is defined here as $ = 
(CT/CO)g/( cT!cO)' and should be inverted to conform 
to values usually cited in the literature. 

III.C. Oltl Anllysi,-llulntitltive Aspects 

The essential difference between the method em­
ployed here and elsewhere' concerns selection of the nu­
merical value of the isotopic separation factor. This 
number is usually taken from the literature and may or 
may not represent the kinetic and thermodynamic prop­
erties of the interphase pertinent to the experimental con­
ditions. Here, the value of the $ factor is determined 
individually for each experimental run by selecting that 
value that best fits the recorded data (see Fig. 3). 

In principle, the rate of tritium production is calcu­
lated by subtracting Eq. (3) from either Eq. (1) or (2). 
Taking as an example results plotted in Fig. 4, the dif­
ference between the observed and calculated tritium 
concentration in the electrolyte phase, on June 22, is 
-4.0 dpm/ml. Tritium generation rates are estimated by 
a curve fitting techniqueS or by computer modeling in 
which an arbitrarily selected q value is inserted into the 
experimental data and computer matched to obtain agree­
ment with the observed distribution throughout the du­
ration of the experiment. A good agreement was recorded 
for rate of tritium generation when q = 6 X 10' atom/s 
during the period of June 21, 22. This would indicate a 
total production of 5.2 X lOS tritium atoms. An un­
expected phenomenon of the apparent change in the $ 
factor observed after the burst of tritium production is 
currently under investigation. 
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An estimate of tritium production rate by a com­
puter modeling technique is illustrated in Figs. 5a and 
5b. In particular, the computed tritium distribution, with 
q(/) = 0 and data tabulated in Appendix C, is shown in 
Fig. 5a (solid circles), while the actual experimental 
distribution is shown by the open circles. Using the pre­
vious argument, we identify two periods of tritium pro­
duction, the first occurring between April 21 and May 1 
and the second starting on May 18. The experiment was 
terminated on May 21. The results of computer model­
ing based on tritium production: on April 21, 22, 23 with 
ql = 4 X 10' atom/s for At = 3.016 X 10' min; on 
May 18 with q2 = 3 X 10' atom/s for III = 1.442 X 
10' min; on May 19 with q, = 7 X 10' atom/s for III = 
1.421 X 10' min; and on May 20 with q4 = 3 X 103 
atom/s for III = 1.489 X 10' min. are shown in Fig. 5b. 
An excellent agreement with experimental distribution 
is evident with the total tritium production of 1.8 X 10' 
atoms. 

The data shown in Fig. 6 provide the evidence for 
tritium production through the enrichment of the gas phase 
while retaining agreement between the computed and ex­
perimental point in the liquid phase. Unfortunately no 
estimate of the total amount of tritium production can be 
reliably made because of poor recombination efficiency. 
The poor efficiency means that the tritium content was, 
in reality, substantially higher than indicated (due to the 
faster rate of O2 

+ 
�02 -+ 020 compared with that of 

OT + 402 -+ OTO). ' 

111.0. Tritium Generltian Sita, 

The question of the location of the generation site 
for tritium production during the electrolysis of 020 on 
a palladium electrode cannot be resolved by the method 
just described. Data in Figs. 4, 5, and 6 were interpreted 
in terms of Eqs. (1), (2), and (3). As written, these equa­
tions ignore the tritium absorption by the palladium lattice 
and, consequently, cannot provide any information con­
cerning the location of the generating sites. However, this 
omission does not invalidate conclusions reached as long 
as CT « Co and $ is constant. 

As in the earlier work of Will et al.,7 the resolution 
of this problem is sought by employing a total mass bal­
ance that, in addition, requires the determination of tri­
tium content in the bulk of the palladium electrode. The 
amount of tritium generated during several runs and its 
three-phase distribution is tabulated in Table I. This table 
lists the experimental conditions (columns I through 5) 
and the distribution of tritium among the liquid, gas, and 
bulk electrode (columns 6 ,  7, and 8). A net increase in 
tritium content is indicated in columns 9 and 10 as either 
gain in disintegrations per minute or in the number of 
tritium atoms produced in the course of an experiment. 

Data assembled in Table I are in general agreement 
with results obtained under conditions of intermittent sam­
pling (Figs. 3 through 6). Three aonclusions can be made: 
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TABLE I 

Three-Phase Tritium Distribution (by Mass Balance) 

Volume (ml) 

T(l)/(dpm/ml) 
Systems 1=0 I = If att = 0 

Ag/0.3 M LiCI 49.71 23.55 18.9 ± 1.2 
(Cu)Pd/O.1 M LiOD 49.7 23.66 18.9 ± 1.2 
(Ag)Pd/O,1 M LiOD 49.72 29.49 18.0 ± 1.2 
+ 80 ppm Al 
(Ag)Pd/O.3 M LiOD 49.69 19.79 16.5 ± 1.2 
+ 231 ppm Al 

(Au)Pd/0.3 M LiClb 46.72 11.8 14.5 ± 1.9 
(codeposition) 
(Au)Pd/0.3 M LiClb 37.1 16.1 17.0± 1.9 
(codeposition) 

'ND = not delectable. 
bSamples were counted for 240 min instead of 600 min. 
'Determined by method of Will et al. 

" 

0.97 
0.998 
1.00 

0.97 

0.56 
(1.00) 
0.50 

(1.00) 

I. The long time between samplings obliterates the 
fine details of the behavior of the Pd/D system. For ex­
ample, on the basis of the mass balance (rows I ,  2, and 
4), no statement can be made concerning production of 
tritium or lack thereof since the apparent change is much 
less than the analytical error and is, therefore, not signif­
icantly different from no change. 

2. Tritium production, if any, takes place within, or 
in the close proximity of the interphase. Only when AIH 
ions were added to the electrolyte was tritium detected in 
the bulk electrode. 

3. Electrolysis on dendritic surfaces (following the 
codeposition) favors transport of tritium to the gas phase 
via path B. 

IV. CONCLUDING REMARKS 

Because of the controversial nature of the palladium 
lattice-assisted nuclear events, we have refrained from 
speCUlations and concentrated on presentation and inter­
pretation of experimental data. Every effort was made to 
minimize analytical errors. Although closed cells can be 
considered superior to closed-system arrangements for 
the detection of tritium generation in electrolytic cells, 
closed cells, by design, represents an integrating system 
that may not be desirable for ascertaining the intermit­
tent tritium generation. In this communication, we have 
shown that the cell/recombiner assembly and our exper­
imental protocols yield results identical with those ob­
tained using closed cells. This is because the greatest 
source of error in both experimental approaches is in the 
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Tritium (dpm/ml ) T = T(lf) - T(lo) 

Liquid Gas Electrode dpm Atoms 

22.4 ± 1.2 15.2 ± l.l --- -14 ± 50 

24.1 ± 1.2 13.1 ± l.l ND' -28 ± 50 

25.4 ± 1.2 13.3 ± l . l  2.3 ± J.3 123 ± 50 5.1 X lO" 

20.3 ± 1.2 13.1 ± l.l 0.9 ± J.3 -27 ± 50 

25.4 ± 2.1 13.4 ± 1.8 ND1•c 90 ± 80 2.6 X 10" 
(29.1) (637) ± 80 

25.1 ± 2.1 13.4 ± 1.8 ND"C 60 ± 60 1.3 X 10" 
(336) ± 60 

tritium content measurement itself and not in the elec­
trolyte volume. In conclusion, we emphasize the follow' 
ing points: 

I. The evidence for tritium production is based on 
the difference between the computed and observed con­
centration of tritium, the nonequilibrium distribution of 
tritium, and the total mass balance. 

2. One of the characteristic features of the behavior 
of the Pd/D system is the sporadic nature of burstlike 
tritium generation. Short times between samplings are 
necessary to facilitate the display of the burstlike behav­
ior. Such behavior would not be detectable using a closed­
cell system. 

3. Current data indicate that tritium production takes 
place within the interphase with the distribution gov­
erned primarily by path A. A speculative argument can 
be presented to indicate that the generated tritium is forced 
into the bulk electrode by conditions at the solution side 
of the interphase, e.g., addition of AIH ions, and that elec­
trode surface morphology tends to affect the two-phase 
distribution; e.g., dendritic surfaces tend to promote trans- . 
port via path B. 

APPENDIXES 

Experimental data relevant to the computation of tri­
tium distribution, using Eq. (3), are tabulated in Appen­
dices A through D. They are assembled to supplement 
the information provided in the respective figure captions. 
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INVENTORY OF INPUT PARAMETERS FOR FIG. 3 

Run: 4 Aug 1993 to 18 Aug 1993 

Electrolyte 
Volume: 24.80 ± 0.0 I ml 

APPENDIX A 

Composition: 0.3 M LiOD + 133 ppm B (as B,O,) in 0,0 with T = 19.3 ± 1.2 dpm/ml 
Additions: 0.1 M LiOD + 50 ppm B in 020 with T = 19.0 ± 1.2 dpm/ml 

Separation factor, s = 0.71 
Sampling volume, V, = 1.60 ± 0.01 ml 

Sampling i M 
Date (rnA) (min) 

8-8 -50 1421 
-100 4270 

8-9 -200 1738 
8-10 -300 1315 
8-11 -400 1442 
8-12 -400 1593 

8-14 -400 2460 
8-15 -600 1498 

·8-16 -800 1458 
8-17 - 1000 1668 
8-18 - 1000 1249 

INVENTORY OF INPUT PARAMETERS FOR FIG. 4 

Run: 27 May 1993 to 26 June 1993 

Electrolyte 
Volume: 24.84 ± 0.01 ml 

Va 
e, (ml) 

0.68 

0.65 12.11 ± 0.02 
0.91 
1.00 
1.00 12.11 ± 0.02 

0.96 18.17 ± 0.02 
1.00 
1.00 18.98 ± 0.03 
1.00 
0.98 

APPENDIX B 

Composition: om M Pd CI, + 0.314 MLiCI in 020 with T = 17.8 ± 1.2 dpm/ml 
Additions: 0.1 MLiCI + 200 ppm MgCI, in 0,0 with T = 17.0 ± 1.2 dpm/ml 

Separation factor, s = 0.71 
Sampling volume, V, = 1.58 ± om ml 

Sampling i At Va 
Date (rnA) (min) e, (ml) 

6-7 -1 8612 
-2 1645 
-3 5546 

6-14 -50 2947 0.53 
-100 7281 

6-15 -200 1496 0.72 8.93 ± 0.Q3 
6-16 -200 1217 1.00 
6-17 -300 1430 0.83 8.93 ± 0.03 
6-19 -400 2801 0.99 11.90 ± 0.03 
6-21 -300 3282 0.87 

6-22 -300 1435 0.83 11.90 ± 0.03 
6-23 -500 1411 0.96 
6-24 -600 1366 0.98 17.87 ± 0.03 
6-25 -800 1211 0.99 
6-26 - 1000 1363 1.00 

Tritium 
Electrolyte 

19.4 ± 1.2 

19.8 ± 1.2 
20.0 ± 1.2 
19.7 ± 1.2 
22.2 ± 1.2 

22.6 ± 1.2 
21.4 ± 1.2 
22.9 ± 1.2 
20.3 ± 1.2 
24.6 ± 1.2 

Tritium 
Electrolyte 

17.7 ± 1.2 

18.9 ± 1.2 

18.7 ± 1.2 
19.7 ± 1.2 
20.0 ± 1.2 
20.5 ± 1.2 
20.7 ± 1.2 

25.3 ± 1.2 
25.2 ± 1.2 
25.7 ± 1.2 
20.8 ± 1.2 
23.3 ± 1.2 

Gas 
(dpm/ml) 

15.0 ± 1.2 

15.7 ± 1.2 
13.8 ± 1.2 
13.6 ± 1.2 
15.5 ± 1.2 

16.6 ± 1.2 
14.6 ± 1.2 
14.8 ± 1.2 
14.8 ± 1.2 
15.8 ± 1.2 

Gas 
(dpm/ml) 

12.4 ± l.l 

12.6 ± l . l  
"13.5 ± l.l . 
13.1 ± l . l  
12.7 ± l . l  
13.6 ± l.l 
17.6 ± l.l 
17.8 ± l.l 
13.9 ± l . l  
12.5 ± l . l  
13.3 ± 1.1 
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APPENDIX C 

INVENTORY FOR INPUT PARAMETERS FOR FIGS. 5a AND 5b 

Run: 15 Apr 1993 to 21 May 1993 

Electrolyte 
Volume: 48.89 ± 0.01 ml 
Composition: 0.333 M Li,SO, + 100 ppm Be (as BeSO,) in 0,0 with T = 15.9 ± 1.2 dpm/ml 
Additions 

(a) 0.1 M Li,SO, in 0,0 with T = 15.9 ± 1.2 dpm/ml 
(b) 0.1 M Li,SO, = 100 ppm Be (as BeS04) in 0,0 with T = 15.9 ± 1.2 dpm/ml 
(c) 0,0 with T = 16.0 ± 1.2 dpm/ml 

Separation factor, s = 0.63 
Sampling volume, V, = 2.06 ± 0.0 I ml 

Sampling i /;.( 
Date (rnA) (min) 

4-19 -50 1212 
-100 4286 

4-21 -100 2950 
4-23 -100 3016 
4-30 -100 9845 

5-1 -200 1424 
5-3 -200 2977 
5-4 -400 1470 
5-5 -400 1325 
5-6 -400 1487 

5-7 -400 1524 
5-8 -400 1734 
5-9 -400 1090 
5-10 �400 1667 
5-11 -500 1396 

5-12 -500 1305 
5-13 -500 1551 
5-14 -600 1194 
5-15 -700 1450 
5-16 -700 1543 

5-17 -800 1622 
5-18 -800 1355 
5-19 -900 1442 
5-20 -900 1421 
5-21 -1000 1489 

INVENTORY OF INPUT PARAMETERS FOR FIG. 6 

Run: 30 June 1993 to 19 July 1993 

Electrolyte 
Volume: 24.71 ± 0.01 ml 

Va 
E, (ml) 

0.62 

0.73 
0.83 
0.83 

1.00 8.94 ± am 
0.93 20.85 ± 0.02 
1.00 
0.87 
0.96 

0.95 
0.98 19.88 ± 0.02 
0.98 
1.00 
1.00 23.83 ± 0.02 

0.96 
0.99 
1.00 25.34 ± 0.02 
1.00 
0.94 

1.00 26.81 ± 0.02 
1.00 
0.99 
0.96 10.45 ± om 
1.00 

APPENDIX D 

Composition: 0.053 M PdCI, + 0.602 M LiCl in 0,0 with T = 17.9 ± 1.2 dpm/ml 
Additions: 0,0 with 17.9 ± 1.2 dpm/ml 

Separation factor, s = 0.67 
Sampling volume, V, = 1.58 ± 0.01 ml 
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Tritium 
Electrolyte 

16.1 ± 1.2 

16.9 ± 1.2 
18.7 ± 1.2 
20.2 ± 1.2 

20.8 ± 1.2 
19.4 ± 1.2 
19.4 ± 1.2 
21.4 ± 1.2 
20.4 ± 1.2 

21.2 ± 1.2 
24.2 ± 1.2 
20.1 ± 1.2 
21.0 ± 1.2 
24.8 ± 1.2 

20.9 ± 1.2 
23.0 ± 1.2 
24.6 ± 1.2 
21.8 ± 1.2 
22.4 ± 1.2 

24.1 ± 1.2 
23.0 ± 1.2 
25.2 ± 1.2 
29.6 ± 1.2 
31.2 ± 1.2 

Gas 
(dpm/ml) 

11.5 ± 1.1 

11.4 ±1.1 
11.0 ± 1.1 
12.0 ± 1.1 

12.0 ± l.l 
13.5 ± 1.1 
12.5 ± 1.1 
12.5 ± 1.1 
12.6 ± 1.1 

12.1 ± 1.1 
13.9 ± 1.1 
12.5 ± 1.1 
12.8 ± 1.1 
13.5 ± 1.1 

12.8 ± 1.1 
13.2 ± 1.1 
13.0 ± 1.1 
13.0 ± 1.1 
12.4 ± 1.1 

12.9 ± 1.1 
13.8 ± 1.1 
14.3 ± 1.1 
16.1 ± 1. 1 
16.1 ± 1.1 
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Sampling i At 
Date (rnA) (min) <, 

7-6 -0.5 1392 
-1 1432 
-2 5862 

7-9 -200 4227 0.36 
7-11 -200 2848 0.78 

7-12 -300 1476 0.92 
7-13 -400 1406 0.95 
7-14 -500 1515 0.94 
7-15 -600 1361 0.98 

7-16 -700 1421 1.00 
7-17 -800 1329 0.99 
7-18 -900 1561 0.99 
7-19 -1 ()()() 1471 1.00 
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Release paths for tritium produced during electro­
chemical compression of deuterium in a Pd lattice are 
examined. Arguments in support of the reversal of diffu­
sion caused by gas evolution on the electrode suiface are 
presented. 

• 

I. INTRODUCTION 

Tritium production via electrochemically generated 
deuterium in the Pd lattice was observed by, among oth­
ers, Chien et al.,! Storms and Talcott? Will et al.,' and 
Szpak et al.4 Except for the massive production reported 
by Chien et aI., the observed rates were low (-104 
atoms/s averaged over a 24-h period4). In this paper, we 
examine transport of the absorbed hydrogen and its iso­
topes out of the cathodically polarized Pd electrode. The 
model presented here differs from that proposed by 
Storms' and Storms and Talcott-Storms,6 who concluded 
that the mode of transport out of the electrode interior is 
through capillaries produced by stresses associated with 
volume expansion. Here, we discuss an alternate trans­
port route, namely, that resulting from the surface inho­
mogeneities associated with gas evolution. 

II. ELECTRODE/ELECTROLYTE INTERPHASE 

As reported earlier,4 tritium produced during pro­
longed electrolysis was transported out of the electrode 
interior by two distinct paths: the first resulting in the 
enrichment of both the electrolyte and gas phases, the 
second produCing enhancement only in the gas phase. It 
was noted that transport out of the electrode interior was 
retarded by the addition of, for example, AI'+ ions to the 
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electrolyte. These observations and the emanation of weak 
X rays 7 suggest that the nuclear events leading to the tri­
tium production are located in close proximity to the elec­
trode surface. 

Transport of hydrogen (or its isotopes) out of the elec­
trode interior, when under cathodic polarization, is pos­
sible by (a) convective flow of the hydrogen gas via 
interconnected voids forming, in effect, open channels 
and (b) hydrogen flux reversal generated by nonuniform 
primary current density distribution associated with gas 
evolution. Random distribution of gas bubbles results in 
local changes in current density (and overpotential), 
which, in turn, produce changes within the intewhase. 
The discussion that follows is based on the model of the 
interphase structure with the following features: 

1. The electrode/electrolyte interphase is an assem­
bly of nonautonomous layers with its structure deter­
mined by the operating processes,' while the interface is 
the contact surface (surface of discontinuity). 

2. The absorbed hydrogen causes lattice distortion 
accompanied by volume changes and has high mObility. 

3. At the relevant current densities, bubbles of gas­
eous hydrogen are formed and rapidly removed from the 
electrode/electrolyte contact surface. 

4. Reaction sites are located in close proximity to 
the contact surface. 

This model does not include (see Sec. IV) the 
following: 

1. transport assisted by a random distribution of in­
terconnected voids 9 

2. presence of a random distribution of nuclear re­
action sites 10 

3. ionization of absorbed deuterium at high D/Pd 
atomic ratios 11 

4. the effect of local volume changes on transport.!2 
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111_ FLOW REVERSAL ASSOCIATED WITH GAS EVOLUTION 

The time rate of change of the absorbed deuterium 
in the electrode interior is governed by particle flux 
through the contact surface and transport in the bulk_ In 
our model, we specify the electrode interior as consist­
ing of N layers (N = 1,2, ... ,10) and initially assume a 
uniformly distributed particle flux (uniform current den­
sity). However, such an assumption is not valid for elec­
trodes charged in the presence of gas evolution. To a first 
approximation, the effect that evolved gas has on the re­
distribution of absorbed hydrogen and its isotopes can 
be observed by sening the cell current to zero and watch­
ing how the system relaxes at the surface and in close 
proximity to the surface. 

The progress in electrode loading, as well as other 
pertinent information, is obtained by numerically solv­
ing the following set of equations": 

and 

where 

d." I . .  
dt 

= Cdl (I - It - h) , 
d8 I 
dt 

= r: F (-j, +h+j,+j4) m 
d(, I [ j4 ] dt = -'8 ZmF +kdZm«(, - (2) 

h = charge transfer current for Volmer path 

(I) 

(2) 

(3) 

(4) 

h = charge transfer current for Heyrovsky-Horiuti 
path 

j, = equivalent current for Tafel path 

j4 = equivalent current for the absorption step 

rm = maximum number of sites per unit area 

Zm = maximum number of sites per volume 

8, ( = fractional occupation sites 

lJ = layer thickness 

Cdl = capacitance of the double layer 

F = Faraday constant. 

Equations (I), (2), and (3) state that deuterium is depos­
ited onto the electrode surface by the Volmer path and 
removed by the Heyrovsky-Horiuti path, the Tafel path, 
and absorption. 

Changes in the surface concentration rm8(t), over­
potential.,,(t), and absorbed deuterium within the layers 
Zmnt) during the electrode loading (at I = 40 rnA/cm', 
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t = 100 s) followed by complete unloading are shown in 
Figs. l a  and Ib for two diffusion coefficients D = 10-10 
and D = 10-' cm2/s (rate constants: kd = 2.0 X 10-4 and 
kd = 2.0 X 10-2). It is seen that on loading, the time­
dependent surface coverage and electrode overpotential 
are identical, but the distribution of the absorbed hydro­
gen differs. For the selected set of rate constants, the trans­
port is diffusion controlled in Fig. l a, while Fig. I b 
illustrates the surface control. The situation is quite dif­
ferent immediately after cell current tennination; i.e., the 
direction of deuterium transport is reversed. In particu­
lar, during the first 900 s, the surface coverage is trans­
port controlled [note: as indicated, 8(t) is less for D = 
10-10 than for D = 10-' cm2/s]. After this time period, 
a complete overlap of 8(t) curves indicates surface­
controlled events. 

The formation, growth, and detachment of electro­
generated hydrogen gas bubbles have a profound effect 
on the overall process (es) in both the solution and metal 
side of the interphase. The effect of gas bubbles on the 
outflow of absorbed hydrogen by the exchange between 
the absorbed and adsorbed atoms is simulated by tracing 
its distribution in close proximity to the contact surface, 
here limited to the first three layers (Figs. 2a and 2b). In 
modeling tritium outflow, two factors are important: the 
residence time and the change in chemical potential of 
adsorbed hydrogen at the bubble formation site. Here, 
we arbitrarily assumed the nuclear reaction sites to be in 
the second layer (i.e., in close proximity to the contact 
surface) and calculated the change in the distribution of 
absorbed hydrogen as a function of time resulting from 
setting the cell current to zero. The rate at which this 
change occurs is governed by bulk transport. This differ­
ence is illustrated in Figs. 2a and 2b for D = 10-' and 
D = 10-10 cm2/s. In highly concentrated systems," where 
the diffusion coefficient may be as high as 10-' cm2/s, 
rapid exchange between the absorbed and adsorbed spe­
cies favors tritium release as suggested in Ref. 4 rather 
than by the convective flow in channels. 

IV. DISCUSSION 

The evolution of gas bubbles on the electrode sur­
face precludes uniform distribution of the current den­
sity and, therefore, overpotential. This, in turn, results in 
the removal of an external force acting on interphase of, 
the hydrogen-loaded electrode and ensures local forma­
tion of gradients. How deep into the electrode interior 
these gradients extend depends on the residence time of 
the gas bubbles and the relaxation time of the pro­
cess(es) under consideration. In addition to the electric 
potential gradients operating within the interphase, gra­
dients arising from the volume changes and their effect 
on the transport should be considered. Moreover, if a nu­
clear event takes place, its net energy must be added. The 
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Fig. 1. Time-dependent characteristics of absorption and desorption. Modeling parameters: N = 10, 00 = 0.1, �o = 0.12; fm = 
10-11 mol/cm'; 2m = 10-1 mol/cm'; Ii = 10-' cm; rate constants: kl = 10' cm'/mol·s; k2 = la' cm'/mol·s; 
k, = 10 cm'/mol· s; 1= 40 rnA/cm', loading time t = 100 s. Upper: deuterium distribution as a function of time: (a)-for 
D = 10-10 cm'/s and (b)-for D = 10-' cm'/s. Lower: surface coverage and overpotential as a function of time: (a)-for 
D = 10-10 cm'/s and (b)-for D = 10-' cm'/s. 

. 

resultant question is, Do these events affect transport prop­
erties, and, if so, could they promote flow reversal with­
out first creating capillaries? In particular, we address the 
question of whether or not the formation of capillaries is 
the only condition that promotes the removal of tritium 
produced during cathodic polarization out of the elec­
trode interior. 

We note that the transport of absorbed hydrogen 
through a Pd lattice, and particularly within the inter­
phase at high D/Pd ratios, is described by the flux den­
sity of the Einstein-Smoluchowski equation 

ae aD 
j = {3ef(x) - D ax - c ax ' (5) 

where functionf(x) arises from the interaction of 7H at­
oms with external strain 14 and electric" fields and where 
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{3 is the mobility (defined here as the ratio of average 
velocity to applied force). Since concentration and tem­
perature gradients are expected at the nuclear reaction 
sites and, at high D/Pd ratios, the diffusion coefficient is 
a function of concentration, I' Eq. (5) is preferred for the 
examination of transport in close proximity to the con­
tact surface. Depending on conditions, some of the terms 
in Eq. (5) can be omitted; thus, 

1. For dilute solutions, where D is a constant, only 
the Dae/ ax term is retained.'· 

2. In the presence of voids, two cases can be differ­
entiated; (a) discrete voids exhibiting distribution in size 
and position and (b) interconnected voids with channels 
extending to the contact surface. If the former applies, D 
is a function of position, and term aD/ax is retained. If 
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Fig. 2. The 7H distributioQ in the fust three layers with �2 - 1. Modeling parameters as in Fig. 1. Solid line, first layer; dashed 
line, second layer; dashed-dotted line, third layer. (a)-for D = 10-10 em'/s and (b)-for D = 10-8 em'/s. Note difference 
in timescale. 

the latter applies, aD/ax is dropped andf(x) represents 
the pressure gradient, i.e., we have a case of diffusion 
assisted by a convective component. 

3. If a nuclear reaction (e.g., production of tritium) oc­
curs, not only are all terms retained but a source term must 
be added, resulting in the temperature gradient aT/ax. 

As the hydrogen concentration increases, voids con­
taining molecular hydrogen are formed. When their in­
ternal pressure exceeds the strength of the electrode 
material, channels extending in all directions are cre­
ated, as illustrated in Fig. 3. Some of them reach the con­
tact surface and allow a rapid outflow of hydrogen, thus 
preventing the initiation of nuclear events such as tri-

276 

tium production, alternatively, their tennination. Conse­
quently, it is important to detennine conditions that pro­
mote channeling. This has been discussed by Bockris and 
Subramanyan 17 and Flitt and Bockris." Briefly, condi­
tions that promote channeling are related to the mecha­
nism of the hydrogen evolution reaction 17 (HER) and the . 
energetics of adsorbed hydrogen atoms I8 In particular, 
fastj, slow h favors channeling, while slow j, fasth and 
slow j, fasth do not. In other cases, such as fastj, slow 
h, coupledj, slow h and coupled fastj, slow h may pro­
mote channeling, depending on rate constants of the par­
ticipating paths. 

Because the chemical potential gradient V /J- is the 
generalized force for the flow of matter, it is instructive 
to transform Eq. (5) into 
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Fig. 3. Schematic representation of interconnected (left) and 
discrete (right) voids. Arrows indicate flux direction: 
dashed line, during loading; solid line, during unload­
ing. Values A, a, v, and m are defined in text. 

v = - - - + f3f(x) - - , 
D aJ.L [ aD] 

RT ax ax (6) 

where v = j/c is the average particle flux velocity, and to 
use this equation to discuss the transport of tritium from 
the reaction site to the bulk of contacting phases. 

Consider a fully charged Pd electrode containing dis­
crete and interconnected voids of varying size distributed 
throughout the electrode interior, shown in Fig. 3. In the 
absence of mass flow, the polarized electrode represents a 
closed system subject to the action of an external force 1/. 
Underthese conditions, equality of chemical potential can 
be assumed, i.e., J.L (a) = J.L (A.m) = J.L (m) = J.L (A.,) = J.L (') , where 
superscripts denote the respective locations: 

A, m = subsurface layer 

m = bulk metal 

A, v = subsurface/void gas layer 

v = gas in the void. 

Qualitatively, the effect of formation and growth of 
the gas bubble reduces and, for a brief period of time, 
eliminates the external force acting at the point of con­
tact. Since J.L(a) = f(IJ,1/) (Ref. 17), it follows that upon 
the reduction of 1/, a condition J.L (,) > J.L (A.,) > J.L (m) > 
J.L (A.m) > J.L (a) exists, resulting in production of localized 
gradients, V J.L, and exit of deuterium, and, respectively, 
tritium from the electrode interior into either the electro­
lyte or the gas bubble [paths A and B (see Ref. 4)]. Quan­
titative assessment would involve the relaxation times of 
the individual steps. There is some experimental evi­
dence suggesting the importance of the (A, m) � (a) step 
in the course of unloading." 
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V. CONCLUOING REMARKS 

In summary, we note the following: 

I. Tritium production requires high D/Pd atomic ra­
tios. This requirement is met if there are no channels 
reaching the contact surface. The electrogenerated tri­
tium is distributed among voids and bulk material. Should 
new conditions arise that create channels, e.g., a change 
in the HER mechanism, a short time release of tritium 
would take place. In our experimental work,' there is no 
clear evidence for this to occur. 

2. Conditions believed to affect the initiation of the 
Fleischmann-Pons effect is the existence of gradients and 
other "hidden variables." 12 Such conditions do exist in 
the vicinity of the contact surface and are, in part, due to 
evolving gas bubbles. The thickness of the active region 
depends on the residence time of gas bubbles and the dom­
inant transport step. The estimated thickness for diffu­
sion control is in the micron range. 

3. Gas evolution promotes a continuous exchange 
between the 7H atoms residing in the subsurface layer 
with those in the adsorbed state. Atoms in the adsorbed 
state exchange with the molecules of the contacting elec­
trolyte phase or gaseous phase, leading to two distinct 
transfer paths. 
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Thermal activities associated with electrochemical 
compression of deuterium produced on electrodes pre­
pared by Pd+D codeposition are discussed. Three cases 
are considered: activities during and shortly after com­
mencement of current flow, those observed during runs 
of several days duration, and surface temperature distri­
bution recorded by infrared scanning. Experimental re­
sults show excellent reproducibility, high-power outputs, 
and the development of thermal instabilities resulting in 
the formation of local hot spots. 

I. INTRODUCTION 

An alternate method for the initiation of the Fleisch-
mann-Pons effect is to employ an electrode prepared by 
Pd + D codeposition. This technique involves the elec-
trodeposition from a Pd2+ salt solution at cell currents 
(potentials) so adjusted as to deposit the Pd film in the 
presence of evolving deuterium.1 The effectiveness of this 
approach with regard to generation of nuclear and ther­
mal events was reported by us in the initial phase of our 
investigation. One advantage of the codeposition pro­
cess is rapid saturation with deuterium; atomic ratios 
D/Pd > 1.0 were measured within minutes.2 Thus, the 
condition for the initiation of the Fleischmann-Pons ef­
fect is realized after brief periods of time as demon­
strated by X-ray emission3 and tritium production.4 

Early in the investigation of the codeposition pro­
cess, we reported that cathodically polarized Pd + D 
electrodes are hotter by 1.5 to 2°C than the electrolyte 
solution when measured by a thermocouple.1 However, 

when viewed with an infrared camera, the electrode sur­
face temperature exceeded that of the electrolyte by ~6°C 
(Ref. 5). In what follows, we present evidence for ex­
cess enthalpy production: Sec. IV.A, shortly after com­
pletion of the codeposition process; Sec. IV.B, in the 
course of a long charging time; and Sec. IV.C, the de­
velopment of instabilities. The appropriate experimen­
tal procedures are briefly outlined. 

II. FORMULATION OF CALORIMETRIC EQUATION 

In the simplest arrangement, an electrochemical cell 
is a three-phase, multicomponent assembly wherein the 
charge transfer reactions and associated transport pro­
cesses occur. Initially, this system is in thermal, mechan­
ical, and chemical equilibrium. On initiation of current flow, 
significant changes in temperature and concentration take 
place, i.e., the development of gradients, which in turn ini­
tiate transport processes in the electrolyte phase and across 
the electrolyte-gas interface. The increase in temperature 
arises from the irreversible processes: the joule heating, the 
electrodic processes, and the exothermic absorption of deu-. 
terium by the palladium electrode as well as due to ex­
change with the environment. 

II.A. Enthalpy Balance 

In deriving the calorimetric equation, we balance the 
change in the enthalpy of the electrolyte phase with the 
enthalpy gain or loss attributed to the participating pro­
cesses. In particular, applying the enthalpy balance to an 
open electrochemical system (not including the cell walls 
and electrodes), we obtain, with dnj < 0, 

*E-mail: bossp@nosc.mil 
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where 

The direction of transfer determines the sign, i.e., the 
quantity removed from the system is negative. By divid­
ing each term of Eq. (1) by dt and identifying the par­
ticipating processes, we obtain the governing differential 
equation 

where the first term accounts for the contribution of all 
cell components except the electrolyte. This term must 
be carefully evaluated during the course of long-term ex­
periments and, in particular, during the calibration pro­
cedure because the relaxation time is strongly affected 
by the physicochemical properties of walls and enclosures. 

The solution of Eq. (2) requires specification of the 
initial conditions and evaluation of all other terms con­
sistent with the mode of operation and the cell design. 
The initial conditions are the equilibrium conditions, i.e., 
the temperature of the whole system is that of the envi­
ronment, and the composition of the gas phase is 
D 2 : O 2 = 2:1 with vapor in equilibrium with the elec­
trolyte. The rate of heat transfer out of the cell depends 
on the cell geometry, construction of the enclosure, and 
mode of transport. The simplest case is that of an adia-
batic wall. If the enclosure is a diathermal wall, then 
the heat transfer may occur via radiation with some con-
vective contributions or via convection with minor ra­
diative contributions. 

II.B. Heat Content of the Electrolyte Phase 

As written, the second term on the left side in Eq. (2) 
represents the rate of change in the heat content of the elec­
trolyte as a function of time, evaluated at the temperature 
T(t). Assuming a 100% faradic efficiency, the consump­
tion of D2O, in a cell operating for t s at the current den­
sity, , is , so that the time rate of change 
in the electrolyte heat content is , where 
m0 is the initial amount of D2O. 

II.C. Electrical Work dw 

A unique feature of an operating electrochemical cell 
is the occurrence of charge transfer reactions whereby 
electrons are generated at the negative electrode and are 
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transferred in an external circuit and consumed at the pos­
itive electrode in another charge transfer reaction. In a 
steady state, the number of electrons leaving and enter­
ing the cell is the same, which means that an electro­
chemical cell can be considered a closed system with 
regard to the electrical charge (note that potential differ­
ence buildup occurs at the phase boundary only). Irrespec­
tive of the direction of current flow, the product IEC must 
be a positive quantity. By convention, the positive cur­
rent is flowing out of the cell so that the electrical work 
term in Eq. (1) is positive. The enthalpy input to the cell 
is I(Ec - Eth)dt, where Eth is the thermoneutral potential. 

II.D. Rate of Enthalpy Transfer 
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easily, but not the J1 term because of the number of fac­
tors that must be considered, among them the size of the 
gas bubbles, the degree of their saturation, etc. Less clear 
is the temperature dependence of the term I(E c — Eth). 
Following Fleischmann et al.,6 the correction factor is 

This procedure involves expanding the temperature-
dependent (Ec — Eth) term into the Taylor series, retain­
ing the first term only on account of smallness of ΔT, 
and expressing Eth by the change in the enthalpy func­
tion of the electrolyte due to the increase by ΔT. 

III. REMARKS CONCERNING THE OPEN 
CELL CALORIMETRY 

A calorimeter is an apparatus designed to measure 
quantities of heat associated with the occurrence of spe­
cific processes (e.g., heat of reaction, heat of absorption, 
etc.) or the property of matter (e.g., specific heat). The 
basis for such measurements is the conservation of en­
ergy and requires knowledge of the processes under con­
sideration, the sequence of events, the construction of the 
apparatus, and the experimental procedure employed, i.e., 
the development of the calorimetric equation for an op­
erating electrochemical cell employs conservation of en­
ergy and adjusts the applicable walls and constraints in a 
manner consistent with the cell design and relevant ex­
perimental procedures. Procedures for the isoperibolic de­
signs, employed for long charging times, have been 
described in a number of publications (Ref. 7 and refer­
ences therein) and will not be discussed here. For the ex­
amination of short duration runs, an adiabatic enclosure 
might be appropriate. A comprehensive description is 
given in the following discussion. 

III.A. Calorimetric Equations in Condensed Form 

Consider a system consisting of an electrochemical 
cell containing a known amount of electrolyte and to­
tally immersed in a water bath. Initially this system is in 
equilibrium and, for the duration of an experiment, the 
bath is in contact with an infinite heat sink (i.e., T{e) = 
const). Applying the conservation of energy, in the form 
of condensed Eqs. (1) and (2), the time rate of the tem­
perature change in the cell after its activation is 

Using the same variables, by subtracting Eq. (4) from 
Eq. (3), we obtain an expression for the change in ΔT. 
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where 

C1 = Σmici = heat capacity of the electrolyte and 
includes all cell components 

C2 = heat capacity of the fluid bath 

Q1 = rate of heat production in the electrolyte phase 

Q2 = heat supplied to the bath to maintain T(1) = 
T(2) 

Jq's = heat fluxes exchanged between the system 
elements. 

III.B. Construction of an Adiabatic Wall 

Equation (3) is the energy balance in terms of the 
rate of heat generation due to irreversibilities of the 
charge transfer processes, the rate of heat exchange be­
tween the cell and the water bath, and the rate of heat 
loss to the environment. Since the term Q1 is always 
positive, it follows that T(1) > T(2) results in an outflow 

HP_Administrator
Typewritten Text
72



Szpak et al. Pd + D CODEPOSITION 

Fig. 1. Temperature tracking to maintain an adiabatic wall. The 
values ΔT(1) and ΔT(2) are the temperature differences 
that trigger (on/off) the heat source in the bath. 

the difference ΔT reaches an a priori specified value, and 
the heat source q2 in the bath is activated. If q2 > q1, 
then the temperature T(2) rises faster than T(1), in time—at 
t2—reducing ΔT to zero. To maintain the adiabatic wall, 
it is necessary to transfer the same amount of heat in both 
directions . These periods are deter­
mined by numerically solving Eqs. (5) and (6). 

Some rough and yet useful information concerning 
the form of the ΔT(t) function can be derived if θ is con­
sidered a constant. Rewriting Eq. (6) in an equivalent 
form, yields 

practical purposes, this condition is satisfied by the re­
quirement that ΔT(t) oscillates about zero. 

ill.C. Temperature Tracking 

In any implementation of calorimetric measurements 
based on Eqs. (3) and (4), a means of controlling the heat 
input to the bath surrounding the reaction cell must be pro­
vided to maintain the temperature difference, ΔT = 0, or 
at least, so that it averages to zero over an experimental run. 
Because of the large amount of temperature data required 
for an experiment, digital acquisition of the data is neces­
sary. Consequently, digital control of the experiment is a 
natural choice. In a digital system, the relevant tempera­
ture measurements are made in sequence in a repetitive cy­
cle, with some dead time for writing data to a disk, and the 
analog values are truncated to the precision of the analog-
to-converter being used. These two procedures should not 
be considered independently because often the truncation 
error exceeds the allowable temperature error, and appro­
priate averaging is required. For averaging to improve a 
measurement, the analog signal must be dithered, either de­
liberately or by noise over a range corresponding to the least 
significant bit of the digitized signal. For example, with a 
12-bit analog-to-digital converter having an input of -20 
to +20 mV, the least significant bit corresponds to a 10-μν 
input signal change or a change of 0.25 C for a T-type ther­
mocouple where the sensitivity is about millicoulomb per 
microvolt. Typically, there might be present 10-μV root-
mean-square noise referred to the input, so that averaging 
100 samples would be expected to reduce the error to 
~0.03 C without having to dither the input. Averaging 100 
samples has other implications, however, since the aver­
aging takes place over a range of temperature difference 
ΔT that depends on both the cooling rate of the cell and the 
heating rate of the bath as given in Eqs. (5) and (6). On av­
erage, a temperature offset occurs that depends on whether 
ΔT takes longer to recover from a positive value than from 
a negative value, which would increase the likelihood that 
the bath heater will be incorrectly turned on rather than in­
correctly turned off. 

and 

IV. THERMAL EFFECTS DURING CODEPOSITION 

To reiterate, the codeposition process is a process 
where the electroreduction of P d 2 + ions occurs simulta­
neously with the evolution of deuterium. The principal 
advantage of this technique is the elimination of the pro­
longed charging time required for, and a better reproduc­
ibility of, the initiation of the Fleischmann-Pons effect. 
Three cases of thermal activities seen on Pd electrodes 
prepared by codeposition will be presented: Sec. IV.A, 
excess of enthalpy production during and shortly after 
completion of codeposition; Sec. IV.B, excess enthalpy 
production monitored over a period of several days; and 
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Sec. IV.C, the development of thermal instabilities re­
corded by an infrared scanning. 

IV.A. Short-Duration Experiment 

An example of thermal behavior during the codepo-
sition process is illustrated in Fig. 2 where excess en­
thalpy (y axis) is 
plotted against the energy supplied to the cell from an 
external source, (x axis). During data collection, 
the cell was isolated from the environment by an adia-
batic wall in the manner described earlier. The electro­
lytic cell was a thin-walled glass vessel with the cathode/ 
anode assembly located at the bottom. (Details of the 
electrode assembly are given in Ref. 4, Fig. 1). The elec­
trode charging was under potentiostatic control and rel­
evant data, e.g., cell voltage, cell current, electrolyte 
temperature, and the maintenance of the adiabatic en­
closure were recorded, and the excess enthalpy produc­
tion was plotted. A program taking into account 
corrections indicated in Sees. II.A through II.E was de­
vised and employed. 

Inspection of Fig. 2 reveals two time periods—the 
first showing a negative while the second a positive gain 
in enthalpy production. The negative gain indicates that 
endothermic processes occur shortly after the commence­
ment of codeposition. These reactions cannot be identi­
fied at this time except to suggest that they might indicate 
some form of entropic cooling or, perhaps, the formation 

of the gamma phase as indicated by Fleischmann et al.,9 

where by extrapolation of experimental data a reversal 
from exothermic to endothermic hydrogen absorption oc­
curs at D/Pd equals —0.85, becoming substantial at 
D/Pd = 1.0 (for comparison see Ref. 9, Fig. 4). Such 
high concentrations are obtained in seconds during co-
deposition2 and might form the gamma phase, thus ex­
plaining the rise in the electrode temperature observed 
on termination of the cell current flow (for comparison 
see Ref. 1, Fig. 3 insert). 

In contrast to the burst-like production of tritium4 or 
emanation of soft X rays,3 excess enthalpy generation pro­
ceeds at a steady rate with occasional bursts, see points 
A, B, C, and D in Fig. 2. The rate of excess enthalpy 
production is only slightly dependent on the electrolyte 
temperature, at least within the range 20 to 70 C, being 
higher at higher temperatures. 

IV.B. Long-Term Experiments 

The long-term experiments were carried out in three 
Fleischmann-Pons type cells. These Dewar-type electro­
chemical cells are silvered in their top portions so that 
the heat transfer is confined almost exclusively to radi­
ation across the lower part, which is not silvered.6'7 In 
each cell, the copper rod 2.5 cm in length and 0.4 cm in 
diameter served as the cathode. A platinum wire spirally 
wound to ensure uniform current density was employed. 
Initial composition of the electrolyte was as follows: 

Fig. 2. Excess enthalpy generated in the course of Pd + D codeposition and shortly thereafter. Electrolyte composition: 0.03 Μ 
PdCl2 + 0.3 Μ LiCl in D2O. Points A, B, C, and D indicate accelerated excess enthalpy production. 
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0.025 Μ PdCl2 + 0.15 Μ ND4C1+ 0.15 Μ ND4OD in D2O 
(Isotec, Inc., 99.9 at.% D). 

Three cells, each containing 91 cm 3 of electrolyte, 
were operating simultaneously under galvanostatic con­
trol. The applied current profile and excess power gen­
erated are shown in Fig. 3. It is noted that the codeposition 
process was completed after 1 day of operation with a 
marginal excess power commencing immediately and its 
substantial increase upon an increase in the cell current 
(see point A, Fig. 3). 

While examining Fig. 3, several additional points can 
be made: 

1. Data points in Fig. 3 refer to the excess power 
generated at the time of measurements. 

2. Production of the excess power depends on the 
cell current; in particular, it increases with the increase 
in the cell current. 

3. The most striking feature is the excellent repro­
ducibility. 

4. The excess power output exceeds by far the av­
erage reported for solid Pd rods. 

IV.C. Development of Thermal Instabilities 

Thermal events occurring during the electrochemi­
cal compression of the Pd + D system were and are dis­
cussed in terms of excess enthalpy produced over a period 
of time, often several days. Thus, they represent an av­
erage value and provide no information on the distribu­
tion and nature of heat sources. However, if the surface 
of a polarized Pd electrode is viewed with an infrared 
camera, it reveals the presence of randomly distributed, 
in both time and space, heat sources of short duration. 
Figures 4a and 4b show snapshots of hot spots (white 
dots) and temperature gradients associated with their pres­
ence, i.e., Fig. 4a is the view perpendicular to the elec­
trode surface, and Fig. 4b presents the three-dimensional 
temperature distribution. Restating, Fig. 4a provides in­
formation on the location of hot spots and Fig. 4b on the 
temperature gradients, the latter suggesting that the hot 
spots are located just beneath the contact surface. 

Fig. 3. Excess power generated during prolonged D2O electrolysis on electrodes prepared by codeposition. Electrolyte compo­
sition: 0.025 Μ PdCl2 + 0.15 M ND4C1 + ND4OD in D2O. Note that for the final two days, the cell current was 400 mA 
in cells indicated by open circles and triangles and 300 mA in cells indicated by solid squares. 
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Fig. 4. Infrared photographs of the electrode surface: (a) view perpendicular to the surface showing distribution of hot spots and 
(b) view parallel to the electrode surface showing temperature gradients. The photographs were taken by an infrared 
camera manufactured by Lynx Real-Time Systems, Los Gatos, California 95030. 
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The development of instabilities and/or oscillatory 
behavior is expected in nonlinear systems, of which an 
operating electrochemical cell is a prime example.8 The 
development of such instabilities is consistent with ideas 
advanced recently by Fleischmann et al.9 They postu­
lated that production of excess enthalpy can be ex­
pressed in terms of a number of time- and space-dependent 
variables and their differentials, Q = f[Ec, dEc, η, dη; θ, 
dθ, X, dX, γ, dγ]. These variables are: cell voltage, ca-
thodic overpotential (in particular its Volta component), 
surface coverage, deuterium content (expressed as D/Pd 
atomic ratio), and the formation of the gamma phase. 
Some of these variables can be controlled by an experi­
menter; others cannot (so-called "hidden variables"). Be­
cause these variables are interconnected, they can lead to 
the development of instabilities of the type illustrated in 
Figs. 4a and 4b. 

V. CLOSING COMMENTS 

Experimental evidence concerning thermal activi­
ties generated by the electrochemical compression of deu­
terium within the Pd lattice on electrodes prepared by 
codeposition has led us to the following conclusions: 

1. The major impediment in accepting the excess en­
thalpy production by electrochemical compression of deu­
terium generated by electrolysis of heavy water on Pd 
electrodes is removed, i.e., the excess enthalpy produc­
tion is reproducible. 

2. The excess enthalpy generated in cells where the 
cathode is prepared by codeposition is, on the average, 
higher than that produced in cells employing solid Pd rods. 

3. The heat sources are highly localized, and judg­
ing from the steepness of temperature gradients, they are 
located in close proximity to the electrode-solution con­
tact surface. 
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Summary.— Surface temperature distribution associated with excess enthalpy
production during the codeposition process is presented. The interpretation is sought via
the multilayer concept of the electrode/electrolyte interphase. The effect of gas
evolution on activities within the interphase is considered.
Recent years have witnessed renewed interest in the hydrogen economy, with emphasis
n the metal/hydrogen system and its application to energy conversion efforts. Two
ndustrially important aspects are emphasized, viz. the amount of hydrogen stored and the
ate at which it can be transferred (absorbed/desorbed) because they are crucial factors in
he design and construction of electrochemical energy conversion devices. The March
989 announcement of excess enthalpy generation [1], the Fleischmann-Pons effect,
rovided an added incentive to examine in greater detail the behavior of the Pd/D system
t very high electrode loadings and at high cell currents.

In an earlier modeling of transport processes, we adopted a multilayer concept of the
nterphase, formulated transport equations based on the conservation of charge and matter
nd analyzed events occurring in proximity to the electrode/solution contact surface as a
unction of the cell current for a set of rate constants characterizing the hydrogen
volution reaction [2]. This model is employed here in the analysis of thermal events
ssociated with the Pd + D codeposition.

. - Thermal events during Pd + D codeposition
Thermal events occurring during the electrochemical compression of the Pd/D system

re usually discussed in terms of excess enthalpy produced over a period of time, often
everal days. Thus, they represent an average value and provide no information on the
istribution of heat sources. However, when the surface of the electrode producing excess
nthalpy is viewed with an infra-red camera, the presence of randomly distributed (in
ime and space) heat sources of short duration is revealed which subsequently merge to
orm larger oscillating islands. An example of hot spots recorded in the early stages of

PACS 28.90 - Other topics in nuclear engineering and nuclear power studies.
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codeposition is illustrated in figs, la and b. In this example, a Ni screen, placed close to
the very thin cell wall (Mylar film), served as the negative electrode, upon which a
deuterium-saturated Pd film was formed by the codeposition process [3,4]. Such
electrodes exhibit a “carpet-like” appearance, i.e., the structure that assures locally a non-
uniform distribution of current density and/or overpotentials as well as very rapid
absorption of deuterium. Simultaneous evolution of gas bubbles introduces an added
component, viz. a source of random distribution of localized gradients (electrical,
mechanical and chemical).

Fig. 1. - Infra-red photographs of the electrode surface, a) View perpendicular to the electrode
surface showing distribution of hot spots, b) View parallel to the electrode surface showing
temperature gradients. Photographs taken by infra-red camera manufactured by Lynx Real-Time
Systems, Los Gatos, CA 95030.
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Qualitatively, judging from the steep temperature gradients, fig. 1b, heat sources are of
high intensity and located very close to the contact surface. Evidently, the subsurface
region of the active Pd/D system consists of domains of high deuterium concentration
(activity). Once formed; these domains are unstable. During current flow they are the
source of excess enthalpy generation—in the absence of current flow they generate an
outflow of deuterium.

2. — Development of thermal instabilities
It is known that processes which are stable in contacting bulk phases may become

unstable in the interphase region and vice versa. The development of instabilities and/or
oscillatory behavior is expected in highly nonlinear systems, of which an operating
electrochemical cell is a prime example [5,6]. The development of such instabilities was
discussed by Fleischmann et al. [7,8]. They postulated that production of enthalpy in an
operating Pd/D2O cell can be expressed as a function of a set of time/space-dependent
variables and their differentials,

(1) Q =Φ(E, dE, η, dη, θ, X, dX, γ, dγ).

These variables are: cell voltage, E, cathodic overpotential, η(in particular its Volta
component) on the solution side of the interphase, surface coverage θ, deuterium content, 
X (expressed as the D/Pd atomic ratio), and the formation of the γ-phase. They noted that
this functional dependence may lead to a number of features, among them the
development of local instabilities. Indeed, the development of such instabilities, resulting
in localized hot spots, was reported by us previously [9].

3. — Discussion
Some of the variables in eq. (1) can be controlled by the experimenter, others cannot.

Because these variables are interconnected, they can lead to the development of
instabilities. To get a clearer picture of the events leading to the development of
instabilities, we examine the following: i) the structure of the interphase, ii) the nature of
adsorbed species, iii) the development of an active interphase and iv) interphase
relaxation.

3.1. Structure of electrode/electrolyte interphase.— The electrode/electrolyte
interphase is an assembly of non-autonomous layers whose structure is determined by
operating processes [10]. The interface is defined as the contact surface (surface of
discontinuity). This view is adopted because otherwise the interphase would have to be
considered a single element, i.e., the heterogeneous nature of the real interphase would
have to be disregarded.

Transport of electrochemically generated hydrogen across the interphase is due to the
coupling of interfacial processes: (b)→ (r1)→ (ad)→ (λ2) and the transport of
interstitials: (λ2)→ (m) in the electrode interior [3]. The processes of interest during
charging are: reduction of H+, D+ ions/H2O, D2O molecules occurring within the charge
transfer layer, (r1), reactions (i) and (ii):

(i) H+
(r1)+e-

(r1)↔ H(ad); j1,
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(ii) H+
(r1)+H(ad)+e-

(r1)↔ H2,(g); j2.

The adsorbed hydrogen restructures the electrode surface and either leaves the electrode
surface by forming gas bubbles, reaction (iii), or enters the subsurface region. (λ2),
reaction iv):

(iii) H(ad)+H(ad)↔ H2,(g); j3,

(iv) H(ad)↔ H(ab); j4.

Reaction paths (i)-(iv) state that hydrogen is deposited onto the electrode surface by the
first process, the Volmer path, j1, and removed by the Heyrovsky-Horiuti, j2, the Tafel
path, j3, and by absorption, j4. The absorbed hydrogen is present in the form of protons
which at high concentrations may form clusters [4], reactions (v) and (vi), respectively.

(v) H(ab)↔ H+
(r2)+ e-

(r2),

(vi) H(λ2)+H+
(λ2)↔ H+

2,(ab).

The ionization, (v), and cluster formation, (vi), are considered chemical reactions.
However, processes leading to desorption, i.e., the reduction of protons in the reaction
layer, (r2), reactions (vii) and (viii), respectively, are viewed as the solid state analogs of
the Volmer and Heyrovsky-Horiuti paths

(vii) H+
(r2)+e-

(r2)↔ H(ab),

(viii) H+
(r2)+H(λ2)+e-

(r2)↔ 2H(ab).

Consequently, while rates of i) and ii) are governed by the Galvani potential, those in the
solid-state, (vii) and (viii), depend on the surface potentials [7,8] followed by fast
exchange, reaction (iv). We note that in this context an electron is considered either a
reactant or product and expressions e-

(λ2)→ e-(r1); e-
(λ2)→ e-(r2), represent the same, but

energetically different, entities. (Note: Symbols Η and D are used interchangeably.)

Transport paths and the resulting structure of the interphase are illustrated in fig. 2—
upper for absorption, lower for desorption. To reiterate, the cell current, I, is split into two
streams, j1 and j2 (cf. (i) and (ii)) yielding Η in the adsorbed state that enters the 
subsurface layer (λ2) at the rate j4. The absorbed hydrogen undergoes ionization to H+,
(v), followed by diffusion. On desorption, the H+ species are transported to the (λ2) layer
where they acquire electrons through a chemical recombination reaction, jch and an
electrochemical step, jel. Subsequently, the neutral species are transferred to the (λ1) layer
at the rate j-4 followed by oxidation, j-1; and reduction and removal, j-2, from the electrode
surface. This chain of events is not affected by the amount of absorbed hydrogen.
However, kinetic parameters reflecting their mechanistic aspects may substantially vary
with the hydrogen content.

3.2. Nature of adsorbed species. - The adsorbed hydrogen, deposited on polarized Pd
surfaces, exists in two forms: the underpotentially adsorbed hydrogen, Hup, withΔG < 0 
and the overpotentially adsorbed, Hop with ΔG > 0. The Hup forms a multicoordinated
covalent bond with the Pd and occupies a 3-fold site while the Hop is singly coordinated
with a much weaker bond [11]. Consequently, binding of an atom to a surface involves
two subsystems, electronic and ionic, where the contribution of the electronic subsystem
to the binding is given by the work function difference.
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One of the, as yet, unresolved problems concerns the species that are transported across
the contact surface. Jerkiewicz et al. [12] suggest that Hop undergoes interfacial transfer.
A similar view was expressed by Flitt and Bockris [13], who stated that the low bond
energy sites favor absorption. This view is also shared by Chevillot et al. [14]. In their
view, the adsorption/absorption can be regarded as, to quote, “the proton passes from one 
screened system to another, i.e., from the electron screening in the metal to ionic
screening of the solvated ion in solution”. The strongly adsorbed hydrogen is bound by a
quasi-covalence while the weakly adsorbed Η displays a metallic character which favors 
the equilibrium with the configuration of a proton in solution.

Fig. 2. - Concept of the Pd/D2O interphase: (ad) adsorption layer, (c) contact surface, (ab) absorption
layer, r1 and r2 reaction layers, b and m homogeneous solution and metal phases, respectively. I total
current, j1 Volmer path, j2 Heyrovsky-Horiuti path, j3 Tafel path (equivalent), j4 and j-4 are adsorbed-
absorbed exchange equivalent currents. jch and jel are the H+ fluxes generated within the subsurface
layer, (λ2), by dissociation and oxidation, respectively. (λ) is an interphase region consisting of a set of 
non-autonomous layers (λ1) = (ad)+(r1), (λ2) = (ab)+(r2).
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Recent work of Jerkiewicz et al. [12] discussed the structure of the interphase in terms
of participating processes. Using our notations, they assumed that the step H(ad)↔ H(ab) is
fast and that the H(ab) species may be partially ionized. They argued that the surface
coverage determines the operating driving force for diffusion and that, because of the fast
phase transfer step, the diffusional flux depends on overpotential through H(ad)↔ H(ab)

being in quasi-equilibrium. Jerkiewicz and Zolfaghari [11] added another step in which
the H+ · 4H2O species “encounters the region close to the electrode surface where H+

discharge takes place with the formation of absorbed H”. In our terminology, this region 
is defined as the reaction layer, r1.

3.3. Development of an active interphase. - The formation, growth and detachment of
electrogenerated hydrogen gas bubbles have a profound effect on the overall processes in
both the solution and the metal side of the interphase. The evolution of gas bubbles on the
electrode surface precludes uniform distribution of the cd and, therefore, overpotential.
This, in turn, results in the removal of an external force acting upon the interphase of the
hydrogen-loaded electrode and promotes formation of local gradients, i.e., the formation
of conditions believed to initiate the Fleischmann-Pons effect. How deep into the
electrode interior these gradients extend depends on the residence time of the gas bubbles
and the relaxation time of the processes under consideration.

To illustrate the effect of gas evolution on the redistribution of hydrogen by the
exchange between absorbed and adsorbed atoms, one sets the cell current to zero and
observes how the system relaxes at, and in the vicinity of, the surface. Using reasonable
values for the rate constants of the participating processes [2], the distribution of
absorbed deuterium in the first four layers immediately after cell current termination is
illustrated in figs. 3a, b and c for diffusion coefficients D = 10-6, 10-8 and 10-10cm2s-1 and
a charging current of 40mAcm-2 for t = 1, 10 and 1000seconds. Inspection of the ζi(t) (i =
1,2,3 and 4) curves (fraction of absorbed deuterium) shows that the diffusion coefficient
controls the rate and efficiency of absorption, viz., at high diffusion coefficients, e.g., D <
10-8, surface processes determine the rate of absorption and the fraction of desorbed
hydrogen.

Because of the random distribution of gas bubbles on the electrode surface and the in
and out transport of deuterium, situations may arise causing the concentration of
absorbed deuterium to be higher in the second layer than in the first layer. The
redistribution of deuterium following current termination, fig. 4. indicates the formation
of concentration gradients in close proximity to the contact surface. Evidently, the gas
evolution contributes to the formation of a zone with time- and space-dependent
concentration of deuterium which, in turn, must be considered in the analysis of transport
in the bulk material.
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Fig. 3. - Time-dependent distribution of absorbed hydrogen during loading at I = 40 mAcm-2 and
unloading for: a) D = 10-6cm2s-1; b) 10-8cm2s-1 and D = 10-10 cm2s-1. Cell current terminated at 1, 10
and 1000 seconds, respectively. Rate constants: k1 = 103 cm3mol-1, k2 = 102 cm3mol-1, k3 = 103 cm2mol-1,
k4 = 2 × 105 cm3mol-1s-1 and kd = 2 × 10-2 cm4mol-1s-1.
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Fig. 4. - Time-dependent distribution of absorbed hydrogen following cell current termination. Rate
constants as in fig. 3. Assumed highest concentration in the second layer.

3.4. Interphase relaxation. - The electrode/electrolyte interphase is a non-electroneu-
tral entity. The application of an external field further magnifies the non-electroneutral
character. In particular, any change in the applied external field will greatly affect events
occurring in the interphase region. It is within this environment that the effect of gas
evolution on the interphase events should be discussed. The consequence of gas evolution
is a localized change in the electrode potential which, in turn, changes the magnitude of
the operating driving forces, i.e., chemical/electrochemical potentials.

The use of the chemical potential as the driving force for the transport of species
between two phases is subject to the application of the Gibbs-Duhem equation, i.e., the
requirenment that the temperature and concentration can be defined, or that local
equilibrium can be assumed, which means that “local extensive property is the same 
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function of the local macroscopic variables as at equilibrium” [15]. But the use of the 
electrochemical potential as the driving force for, e.g., transport across the interphase or
other processes, puts the system in a non-equilibrium state. A non-equilibrium interphase
in local equilibrium can be modeled by segmenting the interphase into individual layers,
each in mechanical and thermal equilibrium under conditions of transport, i.e., where the
Gibbs-Duhem equation is valid. Reassembling the interphase and assuming local
equilibria, the non-homogeneous nature of the interphase is restored. While in each layer
the Gibbs-Duhem equation is valid, the chemical potentials of the i-th species in the
neighboring layers are different. Transport/reaction rates are determined by the difference
in chemical potentials or, in the “no transport condition”, by the acting fictitious forces. 
Thus, the term Σni, dμi = 0 expresses the balance of thermodynamic forces, i.e., it
represents an analog to d’Alembert principle for mechanical system and not the Gibbs-
Duhem equation.

The chemical/electrochemical potential in a system containing charged particles in
mechanical and thermal equilibrium is given by

(2)
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When this system is placed in an external electric field, the potential energy of charged
particles becomes a function of position, i.e., the system becomes non-electroneutral. In
this case, the electrochemical potential is given by
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where ψis the external potential arising from uniform distribution of charges on the
contact surface. The electrochemical potential of any charged species present in a thin
layer can be evaluated by taking the derivative of the Gibbs (Helmholtz) free energy
while keeping the temperature, pressure (volume), mole number and the externally
applied potential constant [16].

A change in the electrochemical potential affects the species present at the contact
surface as well as charged species in the absorbed state in close proximity to the contact
surface. To assess qualitatively the ensuing changes, it is convenient to consider the
structure of the interphase and the processes that occur as it transits from one “stopped 
condition” to another, the relaxation of the interphase. The complex nature of the
interphase arises not only from the processes (i)-(viii) but also from changing volume
and/or pressure. Thus, we can visualize a relaxation spectrum which leads to the
development of gradients. Furthermore, a rapid change in the chemical potential may
affect the kinetics of transformation, e.g., diffusional transport from that described by the
usual parabolic equation to hyperbolic one [17].

4. — Concluding remarks
1) Unlike joule heating, excess enthalpy generation occurs in the form of localized

events in close proximity to the contact surface.
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2) The higher the electrolyte temperature, the more frequent the events. In the limit,
these events overlap to produce oscillating islands.

3) Although gas evolution is not the primary reason for the initiation of the thermal
events, it substantially modifies the structure of the interphase.

* * *

The authors wish to express their gratitude to Dr. F. Gordon, Spawar Systems Center
San Diego, Code D30 for his interest, encouragement and support.
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Abstract

Thermal behavior of polarized Pd/D electrode, prepared by the co-deposition technique, serving as a cathode in the Dewar-type electro-
chemical cell/calorimeter is examined. It is shown that: (i) excess enthalpy is generated during and after the completion of the co-deposition
process; (ii) rates of excess enthalpy generation are somewhat higher than when Pd wires or other forms of Pd electrodes are used; (iii) positive
feedback and heat-after-death effects were observed; and (iv) rates of excess power generation were found to increase with an increase in both
cell current and cell temperature, the latter being higher.
© 2003 Elsevier B.V. All rights reserved.

Keywords: Excess enthalpy generation; Positive feedback; Heat-after-death

1. Introduction

Calorimetry is the preferred method of analysis of the
thermal behavior of electrochemical cells. It is noted that
such studies provide the basis for the investigation of
the thermal behavior of a wide range of reactions, es-
pecially irreversible processes, in particular, an excess
enthalpy generation in the negatively polarized Pd/D elec-
trodes, the Fleischmann–Pons (F–P) effect. In an attempt
to confirm/reject the Fleischmann–Pons claims, a number
of cells/calorimeters were used: isoperibolic, differen-
tial, flowing fluid and zero gradient of which isoperibolic
calorimetry was introduced in three designs, viz. open
cell with radiative heat transfer[1–5], open cell with con-
ductive heat transfer and closed cell with conductive heat
transfer.

The basis for calorimetric measurements is the conserva-
tion of mass and energy and thus it requires the knowledge
of processes under consideration, the sequence of events,
the construction of the apparatus as well as the experimental
procedure employed. Consequently, the formulation of an
accurate model of an experiment is essential in the study of

∗ Corresponding author. Fax:+1-619-767-4339.
E-mail address: bossp@spawar.navy.mil (P.A. Mosier-Boss).

electrochemical calorimetry, in general, and the F–P effect,
in particular.

In examining the thermal behavior of the Pd/D system
prepared by the co-deposition technique[6], we considered
not only excess enthalpy generation but also other aspects
such as positive feedback and heat-after-death. It is clear that
calorimetry can provide more information than just whether
or not excess enthalpy is generated.

2. Background information

The reported excess enthalpy production, the F–P effect,
was challenged on various grounds. In order to answer some
of them and show that they do not apply to the present work,
we provided the relevant background information.

2.1. The Pd/D co-deposition technique

The Pd/D co-deposition is a process where palladium and
deuterium are simultaneously deposited onto non-absorbing
metallic substrates, e.g. Au and Cu, at sufficiently nega-
tive potentials from electrolytes containing palladium salts
dissolved in heavy water. Once the solution composition is
specified, the surface morphology and bulk structure can be

0040-6031/$ – see front matter © 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0040-6031(03)00401-5

Reprinted with permission from Elsevier.
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Nomenclature

Cp heat capacitance (J g−1 mol−1 K−1)

Ec(t) cell voltage at timet (V)
Eth thermoneutral potential at bath

temperature (V)
F Faraday constant (C g−1 mol−1)
	Hev rate of evaporative cooling (W)
i iteration number
I cell current (A)
J thermal flux (W)
kR effective heat transfer coefficient (W K−4)
L latent heat of evaporation (J g−1 mol−1)
M number of moles of D2O at t = 0
p vapor pressure at the cell temperature (Pa)
p∗ atmospheric pressure (Pa)
Qf (t) rate of excess enthalpy generation (W)
t time (s)
	T temperature difference between the cell and

the water bath (K)
V volume (m3)

Greek letters
β dimensionless term inEq. (A.1)
γ current efficiency toward a given reaction

controlled by the cell current, thus ensuring reproducibility
since both the metallurgical and surface chemistry aspects,
are repeatable.

Incidentally, the co-deposition technique is not the only
method for charging the Pd lattice to high D/Pd atomic ra-
tios. These high ratios can be obtained by charging from
the gaseous phase at extremely high pressures. The advan-
tages/disadvantages of the electrochemically and pressure
driven charging has been discussed, among others, by Con-
way and Jerkiewicz[7].

2.2. Structure of, and the processes within, the
electrolyte/electrode interphase

The complex structure of the Pd/D2O interphase and the
operating forces acting upon it during loading/unloading can
be best visualized by considering the sequence of events
taking place. Briefly, the relevant points are: (i) transport and
reduction of D+ ions; (ii) deuterium is deposited onto the
electrode surface by the Volmer path, and removed by the
Heyrovsky–Horiuti and Tafel paths, and by absorption; and
(iii) the absorbed deuterium undergoes ionization followed
by transport (diffusion) into the bulk metal.

The layer separating the electrolyte and the metal bulk
phases contains particles that interact with particles in neigh-
boring phases. If the number of interacting particles is large
comparing to the total number of particles, then this layer is
defined as non-autonomous. Hence, the electrode/electrolyte

interphase can be viewed as an assembly of non-autonomous
layers whose structure is determined by operating processes
[8].

2.3. The D2 + O2 recombination reaction

Except for Joule heating, the exothermic absorption of
deuterium and the F–P effect, no other heat sources are
activated during the co-deposition process. The frequently
cited D2 + O2 recombination reaction, as being responsible
for excess enthalpy generation, is not supported by experi-
ment (recombination of evolving gases yielded volumes that
were better than 1.0% of those calculated assuming 100.0%
Faradaic efficiency[9], or theoretical considerations[10]).
And yet the notion that recombination is responsible for the
excess enthalpy generation persists. For example, Shanahan
[11] observed that the short-lived hot spots[12,13] support
the recombination theory. In his view, to quote: “The in-
frared photography of Szpak et al. is supportive evidence of
this, if one considers the oxidation in subsurface bubbles to
be rapid, which should be true of D2 +O2 flames”. Such in-
terpretation is, indeed, difficult to understand and therefore
accept. As pointed out by Fleischmann and Pons[14], such
“hot spots” would have an intensity of ca. 6 nW—hence,
impossible to detect by IR camera.

2.4. The D+ in the Pd lattice

While the processes in the electrolyte phase up to and in-
cluding adsorption are well known, those occurring on and
after crossing the contact surface remain unclear, especially
at high concentrations of absorbed deuterium. With this in
mind, Fleischmann and co-workers[15] posed a number
of questions among them: (i) what is the nature of species
at highX (X = [D]/[Pd]); (ii) what is the dynamics of D
while in the Pd lattice; and (iii) what is the structure of the
system under conditions of highX? These questions were
reformulated and partially answered by Preparata[16] using
quantum electrodynamics coherence in condensed matter
reasoning. His conclusions, pertinent to the present work,
at highX (X > 0.7) are: (i) the D+ species are highly mo-
bile (diffusion coefficient as high as 10−3 cm2 s−1 has been
reported[17]); and (ii) the chemical potential of D+ in tetra-
hedral sites is more negative that that in octahedral sites. The
consequence of the latter is the formation of the�-phase.

2.5. Dewar-type calorimetry

An independent evaluation of the Dewar-type cells, used
by Fleischmann and Pons (and also in this research), by
Hansen and Melich[18] states that these cells are “easily
capable of 1.0% accuracy”.

A Dewar-type electrochemical cell, shown inFig. 1, ex-
hibits the following characteristics:

(i) at low to intermediate cell temperatures (20–60◦C),
heat transfer from the cell is dominated by radiation
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Fig. 1. The Dewar-type calorimeter used in this work: (A) cathode connection; (B) gas outlet; (C) heater connections; (D) electrolyte level; (E) silver
mirror; (F) short termistor; (G) metal film resistor heater; (H) cathode; (I) Kel-F support plug; (J) anode; (K) long termistor; (L) capillary shields; (M)
vacuum jacket; (N) Kel-F closure; (O) anode connection; (P) termistor connection.

across the vacuum gap of the lower portion of Dewar
vessel;

(ii) the values of the heat transfer coefficient are close to
those given by the product of the Stefan–Boltzmann
coefficient and the radiant surface areas of the cells
(0.7 < 109kR < 0.76 W K−4);

(iii) the variation of the heat transfer coefficient with time
(due to the progressive decrease in the level of elec-
trolyte) may be neglected as long as the liquid level
remains in the silvered portion (heat balance within
99.0%);

(iv) at I = 0.5 A andp = 101,325 Pa, the cooling due to
evaporation is ca. 10% of that due to radiation;

(v) measured uniformity of temperature of the electrolyte
during cell operation is 0.02–0.3 s and somewhat more
when resistive heater is employed;

(vi) contribution of conduction is ca. 6.9%;
(vii) relaxation timeτ = CpM

0/4kR = 3600 s;
(viii) mixing: radial, 3 s; axial, 20 s[19], i.e. cell behaves

as a well-stirred tank;

(ix) electrolyte volume (cell dimensions) selected so that
the rate of change of the electrolyte temperature with
enthalpy input is of 10 K W−1.

3. Experimental

3.1. Experimental set-up

The experiment was carried out using an electrochem-
ical system consisting of an Hi-Tek DT 2101 potentio-
stat/galvanostat. A separate potentiostat/galvanostat was
used to deliver constant currents to the resistive heater
used to calibrate the cells. The system was controlled by
a 486 data acquisition computer which also controlled an
Hewlett-Packard 44705A multiplexer and data acquisition
system. This data acquisition system was on an IEEE–GPLB
bus so that it would be anticipated that there would not have
been any timing errors introduced into the measurements.
Data were taken every 300 s.
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Fig. 2. Cell temperature,T(t), and cell voltage,Ec(t), as a function of time. Changes in the cell current at times indicated by arrows facing up. Resistive
heater employed at times indicated by arrows facing down. Charging currents:I1 = 0.006 A, I2 = 0.1 A, I3 = 0.2 A, I4 = 0.05 A, I6 = 0.1 A, I7 = 0.2 A,
I8 = 0.4 A, I9 = 0.02 A, I10 = 0.3 A. Calibration pulse:Q1 = Q2 = Q3 = 0.2500 W.

The Dewar-type electrochemical cell was employed
for the examination of the thermal behavior of the
Pd/D system. A copper rod (l = 2.5 cm, r = 0.2 cm),
upon which palladium and deuterium were co-deposited
from a solution containing 0.025 M PdCl2 + 0.15 M
ND4Cl + 0.15 M ND4OD in D2O (Isotec Inc., 99.9 at.% D)
served as the negative electrode. Briefly, the co-deposition
process (atI = 0.006 A) was completed in the first
24 h.

Fig. 3. Excess enthalpy generation,Q̄f (t), as a function of time. Parameters used:CpM = 450 J K−1; kR = 0.85065 W K−4.

3.2. Data evaluation

Because the calorimetric equation is both non-linear and
inhomogeneous, a number of simplifications must be made
to provide a correct interpretation of thermal data and reach
meaningful conclusions of a practical nature. Experience
has shown that at low to intermediate temperatures, e.g.
20–60◦C, the behavior of a Dewar-type calorimeter is mod-
eled adequately by the differential equation (cf.Appendix A
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for a complete calorimetric equation):

CpM
dT

dt
= (Ec − Eth)I + Qf (t) + Q3

− 3I

4F

[
p(t)

p∗ − p(t)
(Cp,g − Cp,l)	T(t) + L

]

− kR[(Tb + 	T(t))4 − T 4
b ]. (1)

To measure the excess enthalpy generation, as indicated
in Eq. (1), two parameters must be known, viz. the heat
transfer coefficient,kR and the water equivalent,CpM.
These parameters are inherently connected with the cell
construction and experimental protocol, i.e. once deter-
mined for a given cell, they can be used for subsequent
runs of the same cell. For the cell used in this research,
the parameters are:kR = 0.85065× 10−9 W K−4 and
CpM = 450 J K−1.

3.3. The Ec(t) and T(t) data

Since the evaluation is based on the examination of the
cell voltage–time,Ec(t), and cell temperature–time,T(t),
data in response to input enthalpies,I(Ec −Eth) andQ3, it
was necessary to prescribe their time profiles in a manner
yielding maximum information.Fig. 2 shows theEc(t) and
T(t) data due to the enthalpy inputs,(Ec(t)−Eth)I, at times
indicated by arrows facing upwards and by a resistive heater
with Q3 = 0.2500 W by arrows facing down. Briefly, three
distinctly different time periods can be identified. The first
period includes the co-deposition at 0.006 A, and charging
at 0.1 A increased to 0.2 A and followed by a stepwise re-
duction toI = 0.05 and 0.02 A. The second time interval
is the period of low charging rate (I = 0.02 A) for ca. 72 h.
The third time interval is characterized by drastic changes
in cell operation—the cell current was increased/decreased
in larger steps and, in addition, resistive heater was engaged
at times indicated.

The T(t) data are the normal, i.e. in the sense that an
increase in the enthalpy input causes an increase in the cell
temperature and vice versa. However, the examination of the
Ec(t) data reveals that there exist time periods when the cell
temperature increases with decreases in the input enthalpy.
As in the case of cells employing conventional electrodes,
in this instance energy conservation requires the presence of
additional (unidentified) heat sources.

4. Thermal effects

In an earlier communication[20], we have reported that
in cells employing electrodes prepared by the co-deposition
technique, excess enthalpy is generated reproducibly, at
somewhat higher rates than on solid Pd electrodes and
without the usual incubation period. Here, by examining
the T(t) data in conjunction with known enthalpy inputs,

we extend the analysis to include the “positive feedback”
and the “heat-after-death”.

4.1. Excess enthalpy generation

Whether or not a particular cell generates excess enthalpy
is determined by the energy and mass balance.Fig. 3shows
the 11-point average of the excess enthalpy generated,Q̄f (t)

whose integrated amount over the duration of this experi-
ment was 75 kJ.

The comment has often been made that excess enthalpy
generation can be explained by recombination of the electri-
cally evolved gases. In this experiment, the total consump-
tion of D2O was 7.7 cm3 instead of 7.2 cm3, assuming 100%
Faradaic efficiency, which is within experimental error.

Fig. 4. TheEc(t) andT(t) curves following the application of calibration
pulse: (a) at constant rate of excess enthalpy generation; (b) illustrating
positive feedback.
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Of special interest is the excess enthalpy generation dur-
ing the co-deposition, i.e. at low current densities (e.g. as low
as 6 mA cm−2). Whether or not the excess heat observed in
the course of co-deposition is due solely to exothermic ab-
sorption is difficult to ascertain because not much is known
about the current efficiencies of the various operating re-
action paths. More detailed calorimetry, beyond what was
done in this experiment, would be required to assess the
rate of excess enthalpy generation, if any. If, in fact, ex-
cess enthalpy is generated during the co-deposition period,
it would have a profound influence on the understanding of
its origin. However, making reasonable kinetic and thermo-
dynamic assumptions together with high D/Pd atomic ratios
of >1.0 within the Pd/D co-deposited films[21], one could
conclude that an excess enthalpy generation cannot be ex-
cluded during the co-deposition process.

4.2. Effect of thermal perturbations—positive feedback

It is known that a perturbation of a system yields kinetic
information through the examination of theT(t) curves. Fol-
lowing the application of a calibration pulse, theT(t) can be
obtained by integration ofEq. (1). With constantEc andQf ,
cell temperature,T(t), increases exponentially and asymp-
totically approaches a new value. Upon cessation of the cal-
ibration pulse, cell temperature relaxes to a value that would
have attained in the absence of the calibration pulse. A dif-
ferent behavior is expected for time-dependent cell voltage,
Ec(t), or variable rate of excess enthalpy generation,Qf (t).

During the experimental run, calibration pulses,Q1, Q2
andQ3, were applied as indicated inFig. 2. We selected
for further discussion calibration pulsesQ1 andQ2 repre-
senting different cell response to heat input. In one case,
Fig. 4a, application of calibration pulse causes an exponen-
tial increase in cell temperature which, upon termination of
calibration pulse, relaxes to the sloping temperature line. In-

Fig. 5. The decay ofQ̄f (t) following the reduction in cell current (cf.Fig. 4) indicating the heat-after-death phenomenon.

spection ofFig. 2shows that within the time period of tem-
perature perturbation, the cell voltage remained constant (at
Ec = 4.0 V) indicating either no excess enthalpy generation
or generation at a constant rate. Inspection ofFig. 3 shows
the latter, i.e. generation at a constant rate ofQf = 0.24 W.

The cell response to the thermal inputQ1, Fig. 4b, is
different. Here, upon cessation of the thermal input, cell
temperature does not relax to the expected value. Inspection
of Figs. 2 and 3reveals a time-dependentEc(t) andQf (t),
viz. decreasingEc and increasingQf from 0.05 to 0.14 W.
A positive feedback is apparent.

4.3. Effect of cell current perturbation—heat-after-death

A perturbation in cell current yields another characteris-
tics of the Pd/D system, namely heat-after-death. At the be-
ginning of the third day the charging current was increased
to 0.2 A for a brief period of time, followed by a stepwise de-
crease to 0.05 A and finally to 0.02 A, which was maintained
for the next ca. 72 h. The most important single result of this
time period, viz. heat-after-death, is found in the analysis of
the excess enthalpy decay following the stepwise reduction

in the cell current. The decay of the six-point average,¯̄Qf ,
of Q̄f is shown inFig. 5. In constructing this figure, it was
assumed that the upper bound of any parasitic excess en-
thalpy generation due to the recombination is 0.009 W given
by the last value of̄Qf at t = 24 h, i.e. the values of̄Qf are
the lower bound values. The detailed interpretation of the
data requires the knowledge, at the very least, of the current
efficiencies for the various reaction paths and the thermody-
namics of the co-deposition process(es). However, it appears
to us that if we make various plausible assumptions, then
we must conclude that the Pd/D co-deposition is accompa-
nied by excess enthalpy generation. Incidentally, some ac-
tivity within the Pd/D films persisted long after termination
of cell current[22].
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5. Concluding remarks

In closing, we remark that results and conclusions of
calorimetric measurement of the polarized Pd/D system are
not limited to the excess enthalpy generation. Through the
analysis of the effect of system’s perturbation, both thermal
and electrical, other characteristics can be displayed, e.g.
positive feedback and heat-after-death.

Acknowledgements

The authors would like to thank Dr. F. Gordon for his
interest and support.

Appendix A. Complete calorimetric equation

The complete calorimetric equation for the Dewar-type
calorimeter is:

CpM
0
[
1 − (1 + β)γIt

2FM0

]
d	T

dt
− Cp

(1 + β)I	T

2F

=
∑

Ji, i = 1, . . . ,6, (A.1)

where β is dimensionless term allowing for more rapid
time-dependent decrease of water equivalent of cell than that
expected from electrolysis alone and/or carried away in H2,
O2 gas bubbles;γ is the current efficiency and can be taken
to be unity. The term [1− ((1 + β)It/2FM0)] allows for
change in the water equivalent,CpM

0, with time.
The rates of enthalpy transfers are:

• J1 = (Ec(t) − Eth)I is the enthalpy flow into the cell.
• J2 = Qf (t) is the rate of excess heat generation within

the Pd electrode and transferred into the electrolyte.
• J3 is the known calibration heat source.
• J4 = −(γI/F)[0.5Cp,D2 + 0.25Cp,O2 + 0.75(p/(p∗ −
p))Cp,v] + 0.75(γIpL)/(p∗ − p) is the enthalpy content
of the gas stream.

• J5 = −kR[1 − ((1 + γ)It/2FM0)][(Tb + 	T)4 − T 4
b ] is

a product of the time-dependent heat transfer coefficient
and the effect of radiation. The parameterγ = 1 for cells
operating at 0< 60◦C.

• J6 = (γI/F)
∫ t

0[0.5 + 0.75p/(p∗ − p)]Cp,l	T dt is the
enthalpy input due to the addition of water to make up for
the losses due to the electrolysis,γI/F and evaporation,
0.75p/(p∗ − p).

The flow of cell current,I, produces changes in both the
temperature and composition. Restricting our attention to

the electrolyte subsystem, there is an enthalpy gain within
the	t time period in the amount of

∫
	t
(Ec−Eth)Idt (Joule

heating) and the change in the mole numbers,nk, due to
the charge transfer reactions and evaporation,J6. The ef-
fect of β on Qf (t) can be neglected if the cells operate at
T < 60◦C.
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Abstract

The polarized PdD electrode undergoes significant morphological changes when exposed to an external electric field. These

changes range from minor, e.g. re-orientation and/or separation of weakly connected globules, through forms that result from a

combined action of the field as well as that connected with the evolution of gaseous deuterium, to shapes that require substantial

energy expenditure.

� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

A prolonged electrolysis of H2O/D2O, with the H2/D2

evolution taking place on solid Pd electrodes, produces

substantial morphological changes in their surfaces [1].

They reported the following characteristic features: (i)

the starting etch morphology affects the development
of specific surface morphologies, e.g. the formation of

‘‘parallel rows of sharply edged ridges’’, (ii) an intergran-

ular uplifting of ‘‘structured’’ relative to ‘‘unstructured’’

grains and (iii) the PdDx–D2O system is more reactive

than the PdHx–H2O system. Features (i) and (ii) indicate

that, near the surface, a permanent deformation of the

electrode material has occured. The origin of change in

surface morphology was not discussed in detail.
The starting point in our discussion is an observation

that any solid undergoes permanent shape change when

the internal forces exceed the elastic limits. In general,

three types of forces can be identified as acting during

the deformation of a solid, viz. (i) internal forces, i.e.
0022-0728/$ - see front matter � 2005 Elsevier B.V. All rights reserved.
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those forces that obey Newton�s law, (ii) applied (or

external) forces, and (iii) capillary forces. The capillary

forces (forces that act between the internal and surface

molecules, or between solid boundary and the molecules

of surrounding fluid) can be classified as either internal

or external forces. When surface forces are non-uni-

formly distributed, they act as external forces [2].
If, in fact, capillary forces are involved in producing

shape changes, then they can be magnified by placing

the operating cell in an electrostatic field. In what fol-

lows, we examine the response of the Pd/D film, pre-

pared by co-deposition [3], i.e. by simultaneous

reduction of Pd2+ and D+/D2O ions/molecules to an

external electric field. The discussion is qualitative, be-

cause a complete determination of the deformation in-
volves the solution of equations of the theory of

elasticity with well defined boundary conditions. Be-

cause of the very complex nature of this system, this can-

not be done even if drastic simplifications are invoked.

In agreement with Rolison and Trzaskoma [1] observa-

tion, we found also that the Pd/D2O system is more

reactive than the Pd/H2O system and, for this reason,

only the behavior of the former is presented.
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2. Experimental

In an attempt to confirm the premise that surface

forces initiate and, to a degree, govern the evolution of

new structures during the electrolysis of D2O, we fol-

lowed the experimental protocol as described in Section
2.1.

2.1. Experimental protocol

An operating PdD//D2O, 0.3 M LiCl//Pt cell was

placed in an electrostatic field generated by a parallel

plate capacitor where the field strength was maintained

and controlled by setting the potential difference at a
specified level. The cell geometry is shown in Fig. 1.

The PdD electrode was prepared by the Pd electrodepos-

ition onto an Au foil from a solution of 0.03 M

PdCl2 + 0.3 M LiCl dissolved in D2O. The electrodepos-

ition was under galvanostatic control with the current
Fig. 1. Electrochemical cell. A – Au foil, B – copper plate (volume of

electric field grater than volume of electrolyte).
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density profile as follows: 1.0 mAcm�2 for 8 h,

3 mAcm�2 for 8 h and at 5.0 mAcm�2 until all Pd2+

ions were reduced, i.e. when, by visual inspection, the

solution becomes colorless. Upon completion of the

Pd deposition, the cell current was increased to a value

needed to maintain a visible gas evolution (usually 30–
50 mAcm�2) for the next 2–3 h followed by the cell

placement in an electric field (2500–3000 Vcm�1) with

the cell current increased to about 100 mAcm�2 for

the next 48 h or longer. It is noteworthy that, after the

co-deposition is completed, the cauliflower structure [4]

is not affected by the applied current density. However,

during the co-deposition low current densities are re-

quired to prevent the formation of powdery deposits.
3. Effect of an electric field

The variety of forms/structures resulting from the

exposure to an electrostatic field (vide infra) strongly

suggest that they arise from the co-operative and/or

competitive interaction between cell components, rele-
vant processes and their driving forces. Thus, to provide

a rational interpretation one must: (i) consider the inter-

action of the field with the system and, in particular,

with a conductor, liquid dielectric and the relationship

between the surface forces and the bulk response (back-

ground information), (ii) define the system and its initial

conditions (i.e. conditions just before the cell placement

in an electric field), (iii) examine the effect of the field on
the operation of individual components of the electro-

chemical cell.

3.1. Background information

To facilitate the identification of the dominant pro-

cesses responsible for the change in both the surface

morphology and the bulk structure, we review the inter-
actions between the electrostatic field and the elements

of an operating electrochemical cell. In particular, we in-

clude thermodynamic considerations, interactions with

conductors, liquid dielectrics and the laws governing

the bulk response to the surface forces.

3.1.1. Thermodynamic considerations

The energy transferred into molecules by stationary
electric fields of less than 104 Vcm�1 is small compared

with the energies of chemical bonds. Consequently, from

a thermodynamic point of view, the electric field is re-

garded as a new variable [5,6]. Its effect is included in

the RilidLi term of the infinitesimal change in the inter-

nal energy

dU ¼ T dS þ RilidLi þ Rjljdnj ð1Þ

where li and Li are the work coefficients and work co-

ordinates (other symbols have their usual meaning). In
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the electrolyte phase, this term reads: �pdV + Ed(PV),
where the work coefficient is the electric field strength

E, and the conjugate work co-ordinate, PV, is the prod-

uct of the electric polarization, P, and volume V, while

for the electrified interphase additional terms must be

added. An extensive treatment of the thermodynamics
of electrified interfaces can be found in [7] and references

therein.

The thermodynamics of a solid system is analogous

to that of a liquid with 6 quantities, V0�i, replacing vol-

ume, V (the quantity, V0�i is a product of reference vol-

ume and the strain component; the associate intensive

parameter is the stress component). Thus, the funda-

mental equation of a solid system is U = U

(S,V0�1, . . . ,V0�6,nj). In particular, internal forces are

associated with the strain just as the pressure is associ-

ated with the volume in a liquid system [5].

3.1.2. Conductors

Of interest here are the following effects: (a) introduc-

tion of an uncharged conductor into the field reduces the

total energy of the field, (b) an uncharged conductor lo-
cated outside the field is attracted towards the field, (c) a

conductor, charged or uncharged, when placed in an

electric field, cannot remain in stable equilibrium and

(d) a ‘‘negative force’’ acts on the surface of a conductor

[2, pp. 7, 31]. Consequently, if this conductor is con-

strained then it will suffer shape change, either reversible

or permanent, depending upon the conditions at the sur-

face and the time interval involved.

3.1.3. Liquid dielectric

While a conductor, when placed in an electric field al-

ways suffers ‘‘negative pressure’’, a dielectric may either

expand or contract, i.e. it may experience either negative

or positive pressure. For the detailed discussion consult

[2, p. 54].

3.1.4. Forces acting on the contact surface: shape change

The relationship between the surface forces and the

bulk response (the Gauss theorem) is given byZ
divAds ¼

I
An dr; ð2Þ

where the div operator derives a vector from tensor. The

left side term is the algebraic sum of all sources/sinks

continuously distributed over the volume element. The
right side defines the outflow, if positive and the inflow,

if negative. Eq. (2) indicates that forces acting on any fi-

nite volume in a body can be reduced to forces applied

to the surface of that volume and vice versa [8]. Conse-

quently, it follows that the shape change at constant vol-

ume is associated with material motion due to internal

forces acting on the surface. Thus, the deformation will

be determined by the distribution of surface forces,
while the rate of deformation by their magnitude.
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However, internal stresses can be present without the

presence of external loads, e.g. due to inhomogeneities,

imperfections, etc, a likely situation in co-deposited films

and the continuous evolution of deuterium. Thus, the

change in shape and the degree of deformation depends

on the distribution of the surface forces and indirectly
through structural changes caused by these forces or

other reactions.

3.2. The Pd/D–D2O system: initial conditions

An operating cell is viewed as a system consisting of

three subsystems, viz. the electrolyte, the interphase and

the bulk Pd/D. The interphase itself is an assembly of
non-autonomous layers defined by van Rysselberghe

[9]. The electrolyte, an ionic conductor, is treated as a

dielectric with added extraneous charges (positive and

negative ions). The Pd/D system is considered a conduc-

tor containing, in addition to free electrons also mobile

positive particles, the D+ species.

Just before the application of an external electric field

all intensive state variables were constant in time, i.e. all
irreversible processes inside the system occur continu-

ously (there is a continuous exchange between the sys-

tem and surroundings). The processes involved are:

reduction of D+/D2O ions/molecules and evolution of

D2. The mechanism of these reactions is not important

except to say that all operating driving forces remain

constant in time.

3.3. Effect of electric field

By placing an operating electrochemical cell, a part of

the field energy is transferred to the cell. In particular,

the electrostatic field affects each individual subsystems,

viz. electrolyte, interphase and bulk electrode, in a differ-

ent way. Moreover, the action may be either direct or

indirect; in the latter case, it affects a process which is
not directly connected with the presence of the electrical

charge.

3.3.1. The electrolyte phase

The electrolyte phase contains mobile positive and

negative ions distributed in a manner that assures charge

neutrality (except at boundaries). It is known that an ion

in contact with water is solvated, which means that the
central ion is surrounded by an oppositively charged io-

nic cloud. When subjected to an external electric field,

each ion is acted upon with a net force representing

the difference between the accelerating force arising

from the applied field and the opposing forces, viz. (i)

the electrophoretic contribution associated with the

structure of the moving entity (i.e. the central ion is

accelerated in one direction while its ionic cloud in an-
other), and (ii) the force connected with the relaxation

of the ionic cloud [10].



Fig. 2. SEM of co-deposited PdD film.

Fig. 3. SEM of the PdD film shortly after exposure to electric field.
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3.3.2. Interphase

To reiterate, the interphase is an assembly of non-

autonomous layers defined by the set of processes:

Dþ
ðrÞ þ e�ðrÞ ! DðadÞ ! DðabÞ ! Dþ

ðlÞ þ e�ðlÞ ! Dþ
ðmÞ. The

positive and negative charges present in the interphase

(the Dþ
ðrÞ; Dþ

ðlÞ; e�ðrÞ; e�ðlÞ species) are mobile with the de-
gree of mobility depending upon local conditions. When

subjected to the applied field, the response is similar to

that of the electrolyte phase, i.e. separation and drift

of charged particles and an analog to mixing by time/

space dependent adsorption of deuterium.

Evidently, the interaction between the applied field

and the forces acting at the surface during the reduc-

tion of D+ ions (D2O molecules) is primarily responsi-
ble for the observed changes in surface morphology

illustrated in Figs. 3–7. The basis for this conclusion

is the Gauss theorem, Eq. (2), and the structure of

the interphase arising from the participating processes,

inclusive of transport processes [9]. The bulk response

arising from the Gauss theorem depends on the degree

of change in the internal energy which, in turn, de-

pends on the work of deformation, i.e. on the product
of the strain component, V0�, and its conjugate stress

component, r.

3.3.3. Bulk Pd/D

Any charges on a conductor must be located at its

surface. Charged mobile species, viz. D+, are also pres-

ent in the bulk Pd/D material. In general, they will not

be affected by an external field, since no field can exist
there. However, in the present case, they might be af-

fected by the field generated by the flow of cell current,

i.e. the electrodiffusion of D+ might occur.
Fig. 4. SEM of the PdD film showing separation of globules and

‘‘smoothing’’ of their surface.
4. Results and interpretation

The application of an external electrostatic field sub-
stantially changes the structure of the PdD deposits.

This is illustrated in a series of SEM photographs taken

from a number of runs. We selected examples of various

structures to emphasize the complexity of the system as

well as to indicate the impossibility of a quantitative

analysis. The selected examples include minor deforma-

tion of the original structure shown in Fig. 2, definitive

shape change, unusual structures, to a deformation
associated with, what appears to be, a catastrophic

event.

4.1. Reference morphology

In the absence of an external field, the structure of

the deposits consists of globules, 3–7 lm in diameter,

arranged in short columns, Fig. 2. Each of the indi-
vidual globules is an aggregate of much smaller, al-

most spherical units, having diameters in a sub-
98
micron range (micro-globules). The structure is uni-

form throughout the electrode and does not change

with time or with the current density after the comple-

tion of co-deposition.



Fig. 5. Formation of branches (fractals) by the free floating micro-

globules guided by local field.

Fig. 6. Dendritic growth due to the action of the cell current on micro-

globules immobilized in tight pores.
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4.2. Re-orientation: globules separation

The first noticeable effect, after placing the cell in an

electric field, is the ‘‘swelling’’ of the co-deposited PdD

material followed by a displacement toward the negative

plate of the capacitor. These visual observations suggest
that (i) the swelling arises from an interaction of the

constrained porous structure with an external field, (ii)

the displacement toward the negative plate indicates

weakening of the mechanical constraints and assigns a

positive charge to the structural elements of the porous
Fig. 7. Examples of the shape change requiring substantial energy expendit

extended wire, (c) a folded thin film, (d) a crater.
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structure of the PdD material. The re-orientation of

globules position without substantial change in their size

or appearance is shown in Fig. 3. We note that such re-
orientation is associated with an increase in volume thus

it would appear as ‘‘swelling’’ of the original structure.

Indeed, this swelling is observed within minutes after

engaging the electrostatic field.
ure. (a) Formation of circular and square rods, (b) a boulder with an
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Another example of the disintegration of the PdD

structure is shown in Fig. 4. This figure illustrates the

breaking of the bonds holding together individual glob-

ules. The breaking of bonding and the separation of

globules may be due to action of electrical forces alone

or may be due to combined action of electric and
mechanical forces arising from the bulk material re-

sponse to the changing magnitude of surface forces (cf

the Gauss theorem).

4.3. Effect of current distribution

A different set of processes appears to be responsible

for the structural changes, viz. (i) the formation of
branches (fractals), Fig. 5, and (ii) the production of

dendritic growth, Fig. 6. In what follows, we argue that

these two very different forms may have a common

origin, namely that they are the result of a combined

action of the current flow through a porous structure,

the presence of evolving deuterium and the electric field

on the separated micro-globules suspended in the elec-

trolyte and restricted by the porous structure.
The observed morphological and structural changes

occur during the reduction of D+/D2O ions/molecules

at porous electrode. Thus, at least three factors should

be considered: (i) the external field, (ii) the distribution

of the cell current and (iii) the presence of gaseous deu-

terium within the confines of the structure. Since the

depth of current penetration (for a given electrode

kinetics, current density, etc) into the electrode depends
on pore size and assuming that all factors are involved,

a different response to the field are expected at different

sites of the PdD material.

At sites of a relatively large pore size, the micro-

globules are acted upon by two factors, the electric field

and the convective flowdue tomixingby the evolvingdeu-

terium. The electric field redistributes the surface charges

while the evolving gas brings micro-globules in contact
with each other. Viewing Fig. 5, we identify three areas

having distinct features: area A with high density of

branches andun-attachedmicro-globules, a sparsely pop-

ulated by micro-globules, area B, and area C where un-

attached micro-globules are absent and where branches

(fractals) are well defined. The latter indicates that the

growth of branches is by addition of micro-globules lead-

ing to an apparent reversal of the action of an electric field
(cf. Section 4.2 and Fig. 4).

Entirely different situation exists in small pore sizes;

the pore wall my be covered by gaseous deuterium

and thus shifting the cell current deeper into the

porous structure. If a micro-globule is placed in the

current path, and, if the potential drop over the length

of the micro-globule in the electrolyte is greater than

the sum of the anodic and cathodic overpotentials
needed to dissolve Pd and deposit the Pd2+ ions, then

dendritic growth is possible, as demonstrated in [11].
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4.4. Unexplained shapes

While the morphologies shown in Fig. 3–6 can be ac-

counted for on the basis of information assembled in

Section 3.1, those in Fig. 7 suggest that additional fac-

tors are involved in producing the observed shape
changes. Of the great variety of forms, we selected those

illustrating the re-shaping of the spherical globules into

(i) rods (circular and square), Fig. 7(a), (ii) long wire,

Fig. 7(b), (iii) folded thin film, Fig. 7(c), and (iv) a

crater, Fig. 7(d), the latter suggesting the presence of a

violent event.
5. Closing remarks

In order to change the shape of a solid (at constant

volume) energy must be supplied. This requirement

raises a number of questions, among them: (i) how

much energy is needed to produce the observed

changes in both, original surface morphology and/or

structure; (ii) is there enough energy available; (iii)
what is the energy transfer path; (iv) at what rate

the energy should be transferred to the solid to ac-

count for the observed changes.

(i) Energy requirement. A minimum of the energy

expenditure is required to produce changes illus-

trated in Figs. 3–6. However, the changes shown

in Figs. 7(a)–(d), cannot be produced by the action
of electric forces alone. Considerable work is

needed to account for the variety of shapes. It

appears that the process of shape change is driven

by energy transferred from the electrostatic field

and directed by the field.

(ii) Energy of the electrostatic field. Total energy of an

electrostatic field is proportional to the field

strength which, in turn, is proportional to the volt-
age difference between the plates of the condenser.

Consequently, as long as the voltage between

plates is maintained at the same level, the energy

supply is unlimited.

(iii) Energy transfer path. Two energy transfer paths

operate during the experimental run, viz. transfer

from the field and that associated with the

electrochemical process, principally due to absorp-
tion of deuterium. Work in progress is directed to

the assessment of their contribution.

Parenthetically, nothing substantial can be gained (in

terms of understanding) by conducting a set of parallel

experiments involving ‘‘light’’ water. In contrast, a com-

parison with ‘‘light’’ water is essential when evaluating

excess enthalpy generation ( the Fleischmann–Pons ef-
fect) [12]. Here, a cursory examination of the response

of the PdH–H2O system showed essentially the same
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behavior as the PdD–D2O system, i.e. the swelling of the

cathode material as well as its leaning toward the nega-

tive capacitor plate. Qualitatively, under the same condi-

tions, the PdH–H2 system shows fewer shape changes

and the absence of the distinct features such as those

illustrated in Fig. 7.
In conclusion, we recall a quote by Rolison et al. [13]

‘‘. . .the surface and near–surface characterization of

electrolytically prepared PdDx system requires great

care and attention, but with the reward of unusual

results.’’
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Abstract An operating Pd//D2O, Li+, Cl−//Pt cell, placed
in an external electrostatic field, yielded unexpected results,
viz. (i) Morphological changes in the form of discrete sites
exhibiting molten-like features, i.e. features that require
substantial energy expenditure. (ii) Presence of elements
(Al, Mg, Ca, Si, Zn, . . .) that could not be extracted from cell
components and deposited on discrete sites. The cell design
and the experimental protocol assuring reproducibility is
described in detail.

Introduction

Low temperature nuclear reactions were first reported
nearly a century ago. In a brief communication, Oliphant
et al. (1934) disclosed that by bombardment of perdeutero
inorganic compounds, e.g. (ND4)2SO4, by deuterons pro-
duced tritium and hydrogen. One year later, commenting
on the Oliphant et al. communication, Dee (1935) stated:
“. . . this no doubt being the result of transmutations ef-
fected by slower diplons which have lost energy by colli-
sion in the target.” This view was not challenged for the
next 50 years. The situation has changed dramatically with
the Fleischmann and Pons announcement (23 March 1989)
that an operating cell Pd//D2O, LiOD//Pt produced excess
enthalpy in the amount that could not be accounted by any
known chemical or electrochemical process.

The presence of light elements (e.g. He, T) was expected
in view of the suggested D + D reaction path. The lack
of direct correspondence between the amount of nuclear
ash and the excess power suggested that other, as yet,
unidentified nuclear process(es) could be responsible. To
test this suggestion, a search for heavier elements was initi-
ated. The first attempt was by Rolison and O’Grady (1991)
who through surface analysis, done after a prolonged elec-

S. Szpak · P. A. Mosier Boss (�) · C. Young · F. E. Gordon
SPAWAR Systems Center San Diego,
San Diego, CA 92152, USA
e-mail: pam.boss@navy.mil

trolysis of Pd electrodes, showed the surface to contain a
number of heavy elements. The search for the low temper-
ature transmutations continued. A review of this effort was
provided, among others, by Miley and Patterson (1996),
Bockris and Mallove (1999) and Miley and Shrostra (2003).
In most cases, the experimental methodology was different
from that associated with the Fleischmann and Pons ex-
perimental protocol. The closest, in approach, is the work
of Klopfenstein and Dash (1998) who found a number of
new elements when heavy water was electrolysed on Ti
electrodes. However, their work differed from the finding
of this communication in that here: (i) co-deposited Pd/D
electrodes were used and (ii) the cell was placed in an
external electrostatic field.

Materials and methods

Cell construction

An electrochemical cell, Fig. 1a, consisted of (i) a rectan-
gular vessel (2 cm × 2 cm × 8 cm) made of clear plastic
(acrylic) with copper plates attached to parallel walls; (ii)
negative electrode (cathode) – an Au foil 1.5 cm in length
0.5 cm wide and a Pt wire, all anchored to a polyethylene
base, as illustrated in Fig. 1b; (iii) positive electrode (anode)
– a Pt screen to allow for the escape of gaseous reaction
products; (iv) an electrolyte −20 mL of the solution having
composition 0.03 M PdCl2 + 0.3 M LiCl in D2O. The cell
assembly was connected to a galvanostat, the copper plates
to a regulated high voltage source. The cathode assembly
is placed parallel to the electric field.

Cell operation

The experimental protocol covers three time periods:
(i) preparation of the Pd electrode, (ii) “stabilization” of the
system and (iii) exposure to an external field after increas-
ing the current to put the system in far from equilibrium
condition.

Reprinted with the kind permission of Springer Science and Business Media.
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Fig. 1 (a) Electrochemical cell (b) Assembly of the Au cathode

1. The Pd/D films are prepared by the co-deposition
process in which palladium and deuterium are
simultaneously deposited onto substrates that do
not absorb deuterium, e.g., Au, Cu, at sufficiently
high-negative potentials from an electrolyte containing
Pd salt dissolved in D2O (Szpak et al. 1994). The
appropriate cell current profile depends on the surface
area and the composition and amount of electrolyte in
the cell. For the present case, the cell current profile
was as follows: 1 mA for the first 24 h followed by
3.0 mA for a period necessary to reduce all Pd2+ ions
(i.e., when the solution becomes colorless).

2. The “stabilization” period refers to the time needed to
assure uniform distribution of the D/Pd atomic ratio
throughout the electrode volume. This is done by rais-
ing the cell current to a value yielding a visible D2 gas
evolution, for the present case 30–50 mA, and maintain-
ing it for 2–3 h.

3. The activation of an external electric field is done by con-
necting the copper plates to the regulated high-voltage
source. In the present experiment, the potential differ-
ence of 6000 V was maintained for at least 48 h. The far
from equilibrium condition is realized by increasing the
cell current to 100 mA or higher.

4. The Pd/D structure is examined by scanning electron
microscopy (SEM) using an instrument equipped with
an energy-dispersive X-ray analysis system (EDX).

Fig. 2 The EDX of the Pd/D film deposited in the absence of an
electric field. Insert: SEM of the film

Results

The structure of the co-deposited Pd/D material, after
electrolysis of D2O in the absence of an external field,
including the EDX analysis of its surface, is illustrated
in Fig. 2. The electrode structure consists of globules
3–7 µm in diameter arranged in short columns. Each of the
individual globule is an aggregate of much smaller, almost
spherical units, having a diameter in the sub-micron range.
This “cauliflower-like” structure is uniform throughout the
electrode. The analysis by EDX results in Pd −95.17, O
−4.83 wt%, i.e. it shows only elements originally present
in the cell.

If, upon the completion of the co-deposition, an exter-
nal field is activated, then morphological changes occur.
Among the various structural forms, we find morphologies
with molten-like features, Figs. 3a–c, the development of
which requires high-energy expenditure. The question that
arises is: Are these structural changes due to the action
of the electrostatic field alone or is additional energy re-
quired to produce the features? One such energy source
is that of a nuclear origin. If the distinct features are the
result of a nuclear reaction, then their chemical composi-
tion should reflect it. Indeed, compelling evidence is pro-
vided by the EDX analysis of selected spots from various
runs illustrated in Figs. 3a–c. The analysis of the boulder-
like form, Fig. 3a(ii), shows the presence of Al-21.72,
O-71.48, Pd-6.80 wt% while the area adjacent to it Pd-
95.17, O-4.83 wt%, Fig. 3a(iii). In the second example,
Fig. 3b (i), the “crater-like” form, we find in the
center Al-21.87, Mg-0.46, O-71.11 and Pd-6.75 wt%,
Fig. 3b (ii), and in the periphery Al-21.27, Mg-4.33,
O-68.19 and Pd-6.21 wt%, Fig. 3b (iii). In the third
example, Fig. 3c, the results are: O-45.49, Mg-0.43,
Al-0.50, Si-1.71, Cl-1.54, Ca-19.80, Zn-1.57 Pd-9.10,
Au-19.86 wt%.
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Fig. 3 (a) (i) SEM of "boulder-like" structure; (ii) EDX of “boulder-
like” structure; (iii) EDX of area adjacent to it (b).(i) SEM showing
a “crater-like” structure (ii) EDX of center of crater (iii) EDX of
periphery of crater. (c) EDX of blister-like (insert) structure

The source of “new elements” (Al, Ca, Mg, Si, . . .)
could be either transmutation or contamination. Argu-
ments against the latter are: (i) Total amount of impuri-
ties in 20 mL of electrolyte is about 0.5 mg (based on
95.5% pure reactants with Al, Ca, Mg below detectable
limits by standard analytical procedures), i.e. too small to
account for the observed concentrations of e.g., Al 21.27%,
Fig. 3b(ii), or Ca 19.80%, Fig. 3c.(ii) Elements Al, Ca, Mg
cannot be co-deposited under the experimental conditions.
However, if they could be co-deposited they would be uni-
formly distributed throughout the electrode volume and
not localized. (iii) The segregation effects associated with
the surface transport processes are not likely to occur in
the “cauliflower-like” structures. (iv) All cell components
were analyzed for the presence of “new elements”. None
was found. Oxygen, chlorine cannot be associated with a
nuclear reaction, rather they arise from reaction with com-
ponents of the electrolyte immediately after the cessation
of cell current flow, i.e. when reducing conditions are re-
moved. The gold peaks in Fig. 3c are due to the substrate
onto which the Pd/D was co-deposited. In areas in which
the gold peaks were observed, the Pd/D film had separated
from the underlying gold substrate.

Discussion

An operating cell is viewed as a system consisting of three
subsystems: The electrolyte, the interphase and the bulk
Pd/D. The region separating the bulk phases, here, the
electrolyte and bulk Pd metal, constitute the interphase. In
general, the interphase is an assembly of non-autonomous
layers (segments) (Defay et al. 1996). In practice, different
representations can be employed. In one representation,
the interphase includes the electrical double layer on the
solution side of the contact surface and the correspond-
ing feature on the metal side. In another representation,
thermodynamic considerations dictate its structure (van
Rysselberghe 1996). In the present case, the first repre-
sentation was used to discuss the shape change and the
second in the search for precursors.

Shape change

It is known that (i) a conductor, charged or not, placed
in an electric field, cannot remain in a stable equilibrium
and a “negative” pressure acts on the surface (Landau and
Lifshitz 1960) and (ii) the relation between the surface
forces and the bulk response is given by the Gauss’ theorem
which states that the forces acting on any finite volume in
a body can be reduced to forces applied to the surface of
that body and vice versa. Consequently, the shape change
is associated with the motion due to internal forces derived
from the surface forces. The shape change is determined
by surface forces whereas the rate of deformation by their
magnitude (Szpak et al. 2005).

A system far from equilibrium tends to promote cluster
formation which, in turn, produces hot spots that can be
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displayed by infra–red (IR) imaging of the electrode sur-
face (Mosier-Boss and Szpak 1999). The presence of “hot
spots” indicates that (i) there are regions of specific interac-
tions involving absorbed deuterium and the Pd lattice and
(ii) these interactions produce intense heat sources capa-
ble of melting palladium. Thus, a model for the transition
from a “cauliflower-like” morphology to shapes illustrated
in Figs. 3a–c is as follows: (i) a small volume of the Pd is
melted by an intense localized heat source, (ii) a blob of
molten metal takes on the shape determined by the distri-
bution the surface forces (iii) solidification, due to the heat
dissipation, which produces a new and permanent shape.
These distinctly different morphologies are the areas where
the “new elements” are found.

Precursors

In the reaction A → B + C, whether chemical or nuclear, the
reactant is constrained by the imposed experimental con-
dition while the products by energy considerations. Here,
the experimental protocol, by putting the system in far
from equilibrium condition, assures (i) domain/cluster for-
mation and (ii) “self-organization”, the latter occurs when
the system is open and capable of exchanging parts of
its energy with environment (Glandsdorff and Prigogine
1966). Both, formation of active domains and the “self-
organization” is supported by experiment (hot spots). The
applicable reaction path, for the present case, is: . . ..R− →
A → ∑

Pi + ∑
Qi where dots represent reduction of D+

and/or D2O, adsorption, absorption, ionization and cluster
formation.

∑
Pi refers to the reaction products – the “new

elements” and
∑

Qi is the energy produced/consumed. The
“self-organization” refers to the production of precursor(s).
Just how the external electric field interacts with the system
is not quite clear. What is clear is that the interphase is in-
volved and that, through its non-autonomous character, the
events at the contact surface are transferred to sub-surface
region where they promote the formation of precursors (re-
actant A) leading to the nuclear events.

The results presented in this communication should be
regarded as preliminary since they are limited to one cell

current profile and one value for the strength of the external
field. We wish to emphasize that the interpretation offered
is the first attempt to explain the anomalous behavior.

As more facts are obtained then, in all probability, a
clearer picture will emerge.
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POLARIZED D+/Pd–D2O SYSTEM:
HOT SPOTS AND MINI-EXPLOSIONS

S. SZPAK, P.A. MOSIER-BOSS, J. DEA AND F. GORDON

Spawar Systems Center San Diego, San Diego, CA 92152-5001, USA

Two types of activities occurring within the polarized D+/Pd–D2O system, viz.
the presence of localized heat sources (hot spots) and associated with them mini-

explosions, are described. The “birth and death” of hot spots is monitored by IR
imaging while the mini-explosionsare displayedby the voltage spikes exhibitedby a

piezoelectric substrate onto which a Pd/D film was co-deposited. Processes leading

to the formation of unstable domains as a precursor to the observed behavior is
examined.

1. Introduction

The characteristic feature of the polarized Pd/D–D2O system is the generation of
excess enthalpy measured by calorimetry. However, calorimetry alone cannot pro-
vide an answer to a number of questions, among them (i) continuous or discrete heat
sources, (ii) their location and (iii) the sequence of events leading to the initiation
of thermal events.

In an earlier communication,1 we presented an example of discrete heat sources.
Here, we discuss the evolution of the electrode surface temperature in greater de-
tail, provide supporting evidence for the presence of discrete heat sources by dis-
playing the associated pressure gradients, and discuss the conditions leading to
the formation of unstable domains, i.e. conditions preceding the initiation of the
Fleischmann–Pons (F–P) effect.

2. Thermal behavior

The evolution of thermal activities in the negatively polarized Pd/D2O system was
examined using an experimental arrangement shown in Fig. 1 and (b). Figure
1(a) illustrates the position of an infrared camera facing the negative electrode.
To record the evolution of thermal behavior it is necessary to place the negative
electrode upon which a deuterium saturated Pd film is being deposited very close
to the thin cell wall (Mylar film). The infrared camera was operated in two modes:
(i) to measure the cell temperature across the cell (along theX–X line), Fig. 2, and
(ii) to display the presence of hot spots.
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Figure 1. Experimental arrangement for infrared imaging: (a) side view—position of the IR

camera; (b) front view—placement of the negative electrode (Ni screen): (A) infrared camera; (B)
Ni screen; (C) Mylar film.

2.1. Temperature profile

The cell temperature profile, plotted in Fig. 3, was taken periodically during the
electrolysis. The difference between the electrode surface temperature and that in
solution, ∆T , increases with time, being initially at ca. 2 ◦C and reaching a value
as high as ca. 17 ◦C 2h later. The increase in the surface temperature, curve a, is
irregular indicating bursts in excess enthalpy generation. In contrast, the solution

B B A A B' B'

Figure 2. Cell temperature profiles. A–A electrode surface temperature; B–B solution tempera-

ture.
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Figure 3. Evolution of the temperature difference, ∆T , as a function of time: (a) electrode surface

temperature; (b) solution temperature.

temperature, curve b, increases smoothly which is an expected behavior because
the weight (volume) of solution exceeds that of the Pd/D electrode assembly.

2.2. Development of hot spots

Thermal activity in the form of “hot spots,” Fig. 4(a)–(d), was detected early during
the Pd/D co-deposition process. We note that (i) the rate of heat generation is
not uniform, (ii) thermal activities occur at low cell temperature and at low cell
currents and (iii) the intensity of thermal activity increases with an increase in both
cell temperature and cell current, Fig. 5. Here, the temperature of hot spots cannot
be estimated because it exceeded the camera range.

3. Lattice distortion

An expected consequence of localized heat sources is lattice distortion and the de-
velopment and propagation of stresses within the Pd/D lattice. The display of
mechanical distortion can be followed by co-depositing the Pd/D films onto pres-
sure sensitive substrates, e.g. piezoelectric ceramic material.2 To eliminate external
factors that might interfere with the interpretation of the sensor’s response the elec-
trochemical cell was shielded (Faraday cage) and the whole assembly placed on a
shock absorbing material, as illustrated in Fig. 6.
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a = 18:59:00 b = 18:59:18

d = 18:59:33

c = 18:59:25

temperature scale

Figure 4. Time/space dependency of “hot spots,” their intensity and frequency during co–

deposition. Temperature scale included. “Hot spots” images at times indicated.

3.1. Single events

An ideal response of a piezoelectric sensing device to thermal mini-explosion is
illustrated in Fig. 7. A single isolated event is shown in Fig. 8(a). Here, we see
clearly a single voltage spike which, in the negative direction, corresponds to the
pressure pulse. After a brief period of time, ∆t = 0.06s, we note the arrival of

a b

B B A A B' B'

Figure 5. Time/space dependency of “hot spots.” (a) At elevated temperature; arrows indicated

spots whose temperature was outside of the camera range; (b) distribution of cell temperature.
A–A electrode surface temperature; B–B solution temperature.

109



17

Figure 6. Experimental arrangement for recording mini-explosions. A: Faraday cage; B: negative

electrode assembly (B1: insulating material; B2: piezoelectric substrate; B3: Pd/D film); C: pos-
itive electrode; D: potentiostat/galvanostat; E: shock absorbing material; F: oscilloscope (LeCroy

digital); E: laboratory bench.

the temperature front (voltage spike in the opposite direction), followed by the
system relaxation. Using a simple model, e.g. that of a spherical reaction site, one
could, from the magnitude of the voltage spikes and the ∆t, reach some conclusion
concerning the position and strength of the heat source. Such singular events are
seen in the early periods of the co-deposition. Interestingly, these voltage bursts
persisted for hours following the termination of current flow.

3.2. Bursts

A typical voltage–time behavior indicating a burst of events within the Pd/D film
is shown in Fig. 8(b). These bursts were observed at constant current densities
as low as ca. 4.0µAcm−2. An expanded trace of such bursts shows a series of of
voltage spikes, indicated by arrows. Their frequency and intensity increased with an
increase in the cell current and cell temperature. At temperature near the boiling
point, thermal activities were very intense as indicated by the magnitude of the
voltage spikes, illustrated in Fig. 9.

4. Discussion

The appearance of discrete reaction sites implies the transition from a stable to an
unstable regime, alternatively a transition from non-reactive to reactive sites. We
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Figure 7. Ideal representation of a mini-explosion: left: location of the instantaneous heat source

and associated effects; right: a response of a piezoelectric sensor (f1: compression; f2: expansion).

regard the formation of these domains as being the last step prior to the initiation of
the F–P effect. Furthermore, we define a reference state in which all flow of matter
is stopped but the flow of energy is permitted. The reference state is maintained by
an overpotential, alternatively, by the cell current. In the reference state in which
all octahedral sites are occupied, the overpotential acts as an external potential,
i.e. it determines the distribution of all mobile charges (both D+ and e−). The
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Figure 9. Response of a piezoelectric sensor to events occurring at the boiling point. The high

voltage spikes (no amplification) indicate very strong pressure and temperature gradients activating
the sensor’s response.

vanishing of all mass fluxes demands that all chemical potentials within the Pd/D
system be equal.

We examine the associated dynamics leading to the instabilities of what should
otherwise be stable behavior, via (i) the construction of an interphase across which
deuterium transport occurs, and (ii) the system’s response to perturbations in the
cell current/potential.

4.1. Construction of the Pd/D2O interphase

Here, as in an earlier communication,1 we follow closely the procedure outlined by
van Rysselberghe.3 Briefly, the interphase region consists of a set of non-autonomous
layers where the overall overpotential can be broken into parts pertaining to the
various layers and where these layers are determined by the sequence of pro-
cesses/reactions. Each layer of the set of non-autonomous layers is homogeneous
and of sufficiently large volume so that the concentration and temperature are well
defined and their location is given by the driving forces, the chemical potentials.
The structure of the Pd/D–D2O interphase arises from the set of steps involved in
the electrochemical charging viz electroreduction of D+ ions in the reaction layer,
followed by adsorption, absorption, placement in the Pd lattice, ionization (disso-
ciation), and transport into the bulk metal (Fig. 10).

Restricting our attention to the relevant part of the structure of the interphase
and the processes therein, we examine the dynamics of the Pd/D–D2O system under
the following set of assumptions: (i) the e−’s are treated as a component as are the
D(θ), D(a), D(λ), D+ species,4 (ii) the transition from Dad to Dab is fast so that
during charging they remain in quasi-equilibrium, (iii) ionization, Dl � D+ + e−,
is considered a chemical reaction occurring in a s- electron rich environment.
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Figure 10. Structure of the interphase. Layers: θ− adsorption, a: adsorption, λ− lattice place-

ment, r: reaction (dissociation), m: bulk metal; µs− chemical/electrochemical potentials at the

reference state (equality µs = µ(θ) = µ(a) = µ(λ) = µ(r) and µ̄
(r)
+ = µ̄

(m)
+ refer to the stationary

state). Chemical potentials 1µ(θ) = · · · are potentials associated with the change in the electrode

overpotential. The equality 1µ(θ) =1 µ(a) =1 µ(λ) indicates fast adsorption → absorption →
lattice placement. ∆1µ and ∆1µ̄+ are the driving forces arising from the change in the electrode

overpotential.

4.2. Stability with respect to overpotential variation

The negatively polarized Pd/D electrode of an operating electrochemical cell is a
complex system. Its behavior with respect to perturbation in the overpotential, η,
will be first examined by considering a set of thought experiments in which a closed
system containing D, D+ and e− at equilibrium will be subjected to (i) action of
an external potential, η, (ii) the addition of electrons in the absence of η, and (iii)
addition of electrons in the presence of η.

(i) The external potential affects only charged species via the internal potential, χ. If
the system contains an equal number of positively and negatively charged particles,
then the action of an external potential is canceled.

(ii) If the number of negatively charged particles is greater than the number of pos-
itively charged (e.g. by addition of electrons) then the addition of negatively

charged particles increases the chemical potential, µ(r), due to an increase in the
second term of Eq. (2). The net result is the decrease in the concentration of
positively charged particles.

(iii) The action of the external potential on the system with unequal number of charged
particles is more complex. In the system where the negative charges exceed the
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positive, the net result is the decrease of the µ(r) (note—logarithmic term in Eq. (2)
changes slower than the linear term). The composition of the quasi-equilibrium
is determined by both the excess of negative particles and the magnitude of the
applied potential, i.e. µ(r) = f [q−, χ]. As the external potential is increased, the

µ
(r)
+ also increases.

In assessing the response to the variation in overpotential we take note of con-
dition (iii). In addition, we assume that the surface coverage remains constant, i.e.
that the extra cell current is used exclusively for the deuterium evolution reaction.
Thus, condition (iii) yields

µ(r) = µ̄
(r)
+ + µ̄

(r)
− (1)

with

µ̄(+,−) = µ̄0
(+,−) + RT ln c(+,−) + zq(+,−)|χ|, (2)

where c(+,−) are the volume concentrations, q(+,−), is the charge density and χ

is the internal potential. The subscripts +,– refer to deuterons and s–electrons,
respectively, and the superscripts identify the layer under consideration.

Even a small deviation from the reference state results in instability. By defini-
tion, µ = ∂U/∂n|S,V,n,... Consequently, the stability/instability of the Pd/D system
with respect to varying overpotential is determined by taking the derivative of the
chemical potential. The chemical potential of the adsorption layer depends linearly
on over potential,5 i.e. µ(θ)(η) = µ(θ) + |η|F and µ(r) = µ̄

(r)
+ + µ̄

(r)
− . Substitution of

(2) into (1), followed by differentiation, yields

∂µ(r)

∂χ
= q+ − q−. (3)

Since ∂µ(r)/∂χ < 0, so is also δU < 0, i.e. the system is unstable with respect to
the variation in overpotential.

4.3. Formation of active domains

The review of the thermal behavior suggests the following:

(i) The discrete heat sources were noted shortly after the initiation of current flow.
Thus, they are located near the contact surface and the supercharged layer, in
which [D]/[Pd] > 1, is formed instantaneously.6

(ii) The nuclear active site must contain a large number of single events to produce a
visible image. Unfortunately, our experimental set-up could not yield quantitative
assessment. However, based on other considerations the estimated the number of
single events to be between ca. 104–109 .

(iii) The random time/space distribution of hot spots as well as their varying intensity
with time, Fig. 4(a)–(d), exclude the existence of fixed location of the nuclear-
active-sites. The random distribution and the varying intensity arises from the
coupling of the various processes occurring on both sides of the contact surface in
response to fluctuations.
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(iv) Both, the frequency and intensity are a strong function of temperature. In par-
ticular, both increase with an increase in temperature, exhibiting the so-called
positive feedback, cf. Figs. 3 and 5. This is, perhaps, the most direct indication
of the influence of the chemical environment.

To reiterate, active domains containing several thousands of particles are formed
in the close proximity to the contact surface. The random distribution suggests that
the beginnings of the new phase are generated as a result of fluctuations, while the
strong temperature dependency attests to the action of forces of a chemical nature.
In earlier communications,1,7 we pointed out that changes in an external force,
e.g. the overpotential, substantially affects the dynamic behavior as well as the
structure of the interphase which contains complexes of the form [D...D]+. In a
system containing high D+/Pd ratio in a s-electron rich atmosphere (according to
Preparata,8 ca. 40% of the metal volume is occupied by the s-electrons) and assisted
by a high external potential, the high value of the µ

(r)
+ promotes the formation of

deuteron clusters, possibly of the form [D+
n e−m]. Evidently, the s- electrons play a

dominant role in the formation of an assembly of complexes, [D+
n e−m].

5. Concluding remarks

The last step in the series of consecutive events leading to the F–P effect is the
formation of active domains, the seats of the reaction(s), yielding an excess enthalpy.
The arguments presented here arise from the following statements:

(i) The electrode/electrolyte interphase is viewed as an assembly of a set of homo-
geneous layers identified by the processes occurring therein or with the associate
chemical/electrochemical potentials.

(ii) The ionization (dissociation) of D in the Pd lattice is a chemical reaction (mass
action law is obeyed, the chemical potential is the sum of the electrochemical
potentials of constituents, etc.)

(iii) the s-electrons play a dominant role in both, the high values of µ+ as well as in

the forming of [D−
me−n ] complexes.
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PRECURSORS AND THE FUSION REACTIONS IN POLARISED Pd/D-D2O SYSTEM:
EFFECT OF AN EXTERNAL ELECTRIC FIELD

S. Szpak, P. A. Mosier-Boss, F. E. Gordon
SPAWAR Systems Center San Diego, San Diego CA 92152-5001, USA

The effect of an external electric field on the physical appearance of the Pd/D
electrode in an operating cell is discussed. It is shown that the individual globules of
the “cauliflower – like” structure undergo a shape change exhibiting two distinct 
features, viz those that require energy expenditure that can be extracted from the
applied external field (eg re-orientation, separation of individual globules, dendrite
formation) and those that require energy expenditure far in excess of one that can be
supplied by the electric field alone (eg exhibiting features usually associated with
the solidification of a molten metal under liquid or the presence of localized
catastrophic events leading to the formation of craters). It is shown, by energy-
dispersive X-ray method, that the needed energy is provided by nuclear events
occurring in the region close to the electrode surface. The nuclear events are of the
type: precursor  unstable nucleus  stable nucleus.

1.0 Introductory remarks

Apart from an excess enthalpy generation, there are other reported manifestations of unusual
activities in the negatively polarised Pd/D-D2O system[1]. Among them (i) changes in surface
morphology far greater than those associated with the lattice expansion[2] and (ii) accumulation of
impurities in the surface (sub-surface) region that exceeds the amounts that can be transferred from
the cell components during prolonged cell operation[3]. In what follows, we shall demonstrate
that both these features are magnified if an operating cell is placed in an external electrostatic field.
Furthermore, we shall show that the accumulation of  “impurities” is, in fact, the result of nuclear 
activities yielding elements not originally present.

To provide rational interpretation, one must (i) define the system and its initial conditions, (ie the
conditions just before the cell placement in an electric field), (ii) consider the interaction of the
field with the system and, in particular, with a conductor, liquid dielectric and the relationship
between the surface forces and the bulk response, (iii) examine the effect of the field on the
operation of individual components of the electrochemical cell.

1.1 System and its behavior

An operating cell is viewed as a system consisting of three subsystems, viz the electrolyte, the
interphase and the bulk Pd/D. The interphase itself is an assembly of non-autonomous layers as
defined by van Rysselberghe[4]. The electrolyte, an ionic conductor, is treated as a dielectric with
added extraneous charges (positive and negative ions). The Pd/D material is a conductor
containing, in addition to free electrons, mobile positive particles, the D+ complexes. Just before the
application of an external field, all intensive state variables are constant in time, ie all irreversible
processes inside the system occur continuously (there is continuous exchange between the system
and surroundings). The processes involved are: reduction of D+/D2O ions/molecules and the
evolution of deuterium. The mechanism of these reactions is not important except to say that all
operating driving forces remain constant in time.

Reprinted from "CONDENSED MATTER NUCLEAR SCIENCE Proceedings of the 11th International
Conference on Cold Fusion", Copyright Feb. 2006, with permission from World Scientific Publishing.
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The system's reference state is maintained by an overpotential, . The vanishing of all mass fluxes
(at the reference state) demands that all chemical potentials be equal. The overpotential acts as an
external potential, ie it determines the distribution of all mobile charges as well as their
electrochemical potentials. The ionization D(l)  D+, complex and precursor formation occur in an
s-electron rich environment, ie where q+ << q- .

The IR imaging of the electrode surface shows that excess heat is generated at discrete locations
which, in turn, implies the formation of domains. The existence of hot spots indicates the presence
of highly energetic fast reactions which, in turn, produce pressure and temperature waves traveling
through the electrode. Indeed, such waves were observed by the response of a pressure sensitive
material onto which the Pd/D films were deposited[5].

1.2 System far from equilibrium

The characteristics of systems far from equilibrium are: (i) the formation of new structures is
always the result of an instability which may be due to either internal or external fluctuations to
the system, (ii) fluctuation is always followed by the response which may bring the system to its
original conditions or may produce a new structure, (iii) the system's stability is determined
by a complex interplay of kinetic and thermodynamic quantities (ie no statement can be made that
is independent of kinetic considerations), (iv) chemical instabilities lead to spontaneous “self-
organization” if the system is able to exchange part of the energy or matter with the outside world 
in order to establish a microscopic internal order (an open system must be maintained, if self-
organization is to occur), (v) as the overpotential is increased, the probability of cluster formation
increases (increase in the rate of formation of hot spots).

Parenthetically, in systems far from equilibrium the complexes can be viewed as “supermolecules” 
where the physical laws, as formulated for systems at or near equilibrium, may not apply. To quote:
“....there exist new dynamic states of matter induced by a flow of free energy far from equilibrium. 
Such states are governed by a new physical chemistry on a supermolecular level, while all laws
referring to the molecular level, remain essentially unchanged. In all cases considered, the coherent
behaviour on the supermolecular level corresponds in fact to an amplification of specific molecular
properties (such as kinetic constants) in far from thermodynamic equilibrium conditions" [6, p.
290].

1.3 Field interactions with cell components

(i) Conductors. Introduction of an uncharged conductor into the field reduces the total energy of the
field. An uncharged conductor located outside the field is attracted towards the field. A conductor,
charged or not, when placed in an electric field cannot remain in stable equilibrium. Consequently,
if a conductor is constrained then it will suffer shape change, either reversible or permanent,
depending upon conditions at the surface and the time involved.

(ii) Electrolyte. The electrolyte phase contains mobile positive and negative ions distributed in a
manner that assures charge neutrality (except at boundaries). It is known that an ion in contact with
water is solvated, which means that the central ion is surrounded by an oppositely charged ionic
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cloud. When subjected to an electric field, each ion is acted upon with a net force representing the
difference between the accelerating force arising from the applied field and the opposing forces,
viz (i) the electrophoretic contribution associated with the structure of the moving entity and (ii) the
force connected with the relaxation of the ionic cloud[7].

(iii) Interphase. Charging of the Pd lattice with hydrogen isotopes by electrochemical means occurs
through a number of consecutive processes, ie charge transfer, adsorption, absorption etc. These
processes define the thermodynamic structure of the interphase (as opposed to its physical
structure). The set of processes involved is as follows: D+(b

1
)  D+(r

1
)  D D(b

2
)  D(l) 

D(r
2

)  [(D+e-)n - D+] denoting charge transfer, adsorption, absorption, placement in Pd lattice,
ionization, complex formation[8].

(iv) The bulk Pd/D. Any charge on a conductor must be located at its surface. Charged mobile
species (D+ complexes) are also present in the bulk Pd/D material. In general, they will not be
affected by an external field, since no field can exist there. However, in the present case, they might
be affected by the field generated by the flow of the cell current, ie the electro-diffusion might
occur.

(v) Internal stresses - shape change. The relationship between the surface forces and the bulk
response is given by

 dddivA An  (1)

where the div operator derives a vector from tensor. The left side term is the algebraic sum of all
sources/sinks continuously distributed over the volume element. The right side defines the outflow,
if positive and the inflow, if negative. Equation (1) indicates that forces acting on any finite volume
in a body can be reduced to forces applied to the surface of that volume and vice versa.
Consequently, it follows that the shape change at constant volume is associated with motion due to
internal forces acting on the surface. Thus, the deformation will be determined by the distribution
of surface forces, while the rate of deformation by their magnitude.

Internal stresses can be present without the presence of external loads, eg due to inhomogeneities,
imperfections, etc a likely situation in the co-deposited film and the continuous evolution of
deuterium.

(vi) Location/size. The presence of discrete, randomly distributed sites (hot spots, craters, boulders,
etc) implies the existence of volumes within the electrode material where conditions promoting the
highly energetic reactions exist. In estimating their magnitude, one must make a certain number of
assumptions, eg (i) energy per single event is that of the reaction D + D  He, (ii) the number of
single events to produce a crater is on the order of 104 or higher, depending upon its radius[9], (iii)
the number of single events needed to generate the “hot spot” displayed by IRimaging is on the
order of 104 or higher, depending upon its size and brightness. Under these conditions and
assuming the loading ratio greater than unity, one can calculate the radius of this volume to be on
the order of 100 Å or higher. The events take place within the bulk material in the close vicinity to
the contact surface.
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2.0 Experimental/Results

An operating PdD//D2O, 0.3 M LiCl//Pt cell was placed in an electrostatic field generated by a
parallel plate capacitor where the field strength was maintained and controlled by setting the
potential difference at a specified level. The cell geometry is shown in Fig. 1. The Pd/D
electrode was prepared by the Pd deposition onto an Au foil from a solution of 0.03M PdCl2 +
0.3M LiCl dissolved in D2O. The electrodeposition was under galvanostatic control with the
current profile as follows: 1.0 mA cm-2 for 8 hrs, 3mA cm-2 for 8 hrs and at 5.0 mA cm-2 until all
Pd2+ ions were reduced. Upon completion of the Pd deposition, the cell current was increased to a
value needed to maintain a visible gas evolution (usually 30 - 50 mA cm-2) for the next 2 - 3 hrs
followed by placement in an external electric field (1000 - 3000 V cm-1) with the cell current
increased to about 100 mA cm-2 for the next 48 hrs or longer.

The surface morphology and the bulk structure of the co-deposited Pd/D film, shown in Fig. 2a,
undergoes substantial changes when the operating cell is placed in an external electrostatic field.
This is illustrated in a series of SEM photographs taken from various runs. In the absence of an
electric field, the electrode structure consists of globules, 3 - 7 m in diameter, arranged in short
columns. Each of the individual globules is an aggregate of much smaller, almost spherical units,
having a diameter in a sub-micron range. This structure is uniform throughout the electrode.

2.1 Morphological changes - minor deformations

The first noticeable effect, seen shortly after placing the cell in an electric field, is swelling of the
co-deposited material followed by displacement toward the negative capacitor plate. The re-
orientation without substantial change in their size is shown in Fig. 2b. We selected examples of
various structures to emphasize the complexity of the system as well as to indicate the impossibility
of a quantitative analysis. The selected examples include minor deformation of the original
structure, definitive shape change, unusual structures to a deformation associated with, what
appears to be, a localized catastrophic event.

Figure 1. An electrochemical cell. 1 -
clear plastic (acrylic) wall. 2 - Pt screen.
3 - Co--deposited PdD layer. 4 - Au foil.
5 - Cu foil. Cell connected to a
galvanostat; electric field maintained by
a regulated high voltage source (not
shown).

1000 - 3000
V cm-1

-

1
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+
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Figure 2. An illustration of minor morphological changes. a - reference morphology (no field).
b - re-orientation. c - disintegration. d - branches (fractals). e - dendritic growth.

Another example of the disintegration of the Pd/D structure is shown in Fig. 2c. This figure
illustrates the breaking of the bonds holding together the individual globules. The breaking of the
bonding and the separation of globules may be due to action of the electric field alone or may be
due to combined action of electrical and mechanical forces arising from the bulk material response
to the changing magnitude of the surface forces.

A different set of processes appears to be responsible for the structural changes, viz (i) formation of
branches (fractals), Fig. 2d and (ii) the production of dendritic growth, Fig. 2e. In what follows, we
argue that these two very different forms may have a common origin, namely that they are the
result of a combined action of the current flow through a porous structure, the presence of evolving
deuterium, and the electric field on the separated micro-globules suspended in the electrolyte and
restricted by the porous structure.

The observed morphological and structural changes occur during the reduction of D+/D2O
ions/molecules at the porous electrode. Thus, at least three factors should be considered: (i) the
external field, (ii) the distribution of the cell current and (iii) the presence of gaseous deuterium

(a)

(b)

(d)

(c)

(e)
A

B C
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within the confines of the structure. Since the depth of current penetration (for a given electrode
kinetics, current density, etc) into electrode depends on pore size and assuming that all factors are
involved, a different response to the field is expected at different sites of the Pd/D material. At sites
of a relatively large pore size, the micro-globules are acted upon by two factors, the electric field
and the convective flow due to mixing by the evolving deuterium. The electric field redistributes
the surface charges while the evolving gas brings micro-globules in contact with each other.
Viewing Fig. 2d we identify three areas having distinct features: area A with high density of
branches and un-attached micro-globules, area B which is sparsely populated by micro-globules
and area C where the un-attached micro-globules are absent and where branches are well defined.
The latter indicates that the growth of branches by addition of micro-globules leading to an
apparent reversal of the action of an electric field.

Entirely different situations exist in small pore sizes; the pore wall may be covered by gaseous
deuterium, thus shifting the cell current deeper into the porous structure. If a micro-globule is
placed into the current path, and if the potential drop over the length of the micro-globule in the
electrolyte is greater than the sum of cathodic and anodic overpotentials needed to dissolve Pd and
deposit the Pd2+ ions, then the dendritic growth is possible[11].

Figure 3. An illustrattion of significant morphological changes. a - reference morphology (no
field). b - circular and square rods. c - boulder and long wire. d - folded thin layer. e - crater.

(a)

(b) (c)

(d) (e)
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2.2 Morphological changes - shape changes

The transition from the “cauliflower-like” morphology to other forms is expected due to an
interaction of the electric field and the response of a solid to the action of surface forces. While the
morphologies shown in Figs. 2b - 2e can be accounted for, those in Figs. 3b - 3e suggest that
additional factors are involved in producing the observed shape changes. Of the great variety
of forms, we selected those illustrating the re-shaping of the spherical globules into (i) rods
(circular and square), (ii) long wire, (iii) folded thin film and (iv) a crater, the latter suggesting the
presence of a violent event. These structural changes require substantial energy expenditure, far in
excess of that that can be extracted from the electric field. One such source is of nuclear origin
as first suggested by Fleischmann et al [12]. and supported by the emission of soft X-rays[13],
charged particles[14] and tritium[15] and helium[16] production.

The SEM photographs, Figs. 3b-3e, show well defined areas that seem to represent solidification of
molten metal occurring under a liquid. If, as suggested earlier (vide supra) that the energy needed
to melt a metal is of nuclear origin, then the chemical analysis of these distinctly different areas
should reflect it. To illustrate, we selected three morphologically different cases, viz (i) a thin layer
detached from the Au substrate, Fig. 4, (ii) boulder-like region, Fig. 5, and (iii) a place where, most
likely, a catastrophic event has occurred, Fig. 6.

Figure 4. SEM of Pd/D electrode, after being placed in an external electrostatic field, showing
a “blister-like” deformation. XRF spectra showing the chemical composition of the blister.

Analysis of the detached thin film, Fig. 4, showed the presence of Ca, Al, Si, Mg, Zn and Au, O
and Cl. Since the latter three elements are present in the cell components, they cannot be attributed
to nuclear events (futher experiments are needed for verification). The presence of these new
elements on the electrode surface, after a long term polarization, was claimed to be due to the
concentration of impurities[2,3]. While we cannot express an opinion as to the validity of such
statement, we can show unambiguously that in our experiments this is not the case. The impurities,
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whether originating from solution or from cell components should be uniformly distributed over the
electrode surface and not concentrated in clearly recognizable spots. In addition, to minimize the
notion that they are the result of contamination, initiated in either solution or cell components, we
selected two cases: the boulder-like, Fig. 5 , and the crater-like segments of the electrode surface,
Fig. 6. Analysis of the boulder-like segment showed the presence of a single element, Al, and that
resembling a crater, the presence of two elements, namely Mg and Al. Without the aid of a
Maxwell demon, it would be difficult to argue that such directed motion of impurities can take
place. The only sensible answer is that they were produced in the course of electrolysis of D2O in a
cell placed in an external electric field by nuclear events.

Figure 5. SEM of Pd/D electrode, after being placed in an external electrostatic field, showing
a “boulder-like” deformation. XRF spectra showing the chemical composition of the boulder 

and the area adjacent to the boulder.

2.3 More about reaction sites

The progression of an experimental research, experiment  interpretation of results  conclusions
 new experiment  etc, is illustrated in Figs. 7a - 7c. In a separate study[10], we showed that the
excess heat is not produced continuously over the entire electrode volume but at isolated, randomly
distributed in time and space, reaction sites. The short lived “hot spots”, Fig. 7a, are, in fact, 
“mini—explosions” arising from fast and highly energetic reactions. Such “mini—explosions” can 
be displayed by bringing an excess heat generating electrode in contact with an appropriate sensor.
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Indeed, by co-depositing the Pd/D film onto a piezoelectric substrate, one can display the pressure
and temperature waves, originating within the bulk electrode, as they arrive at the sensor's surface,
Fig. 7b.

Figure 6. SEM of Pd/D electrode, after being placed in an external electrostatic field, showing
a “crater -like” deformation.  XRF spectra showing the chemical composition of the inside

and outer rim of the crater.

Figure 7. Sites and energetics of events. a - discrete hot spots. b- mini-explosion(s). c -
chemical composition indicating nuclear origin.
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In accordance with the concept that one experiment leads to another we noted the following: An
analysis of experimental results suggests that events occurring at the contact surface of the
interphase region influence the events in the bulk, ie influence the intensity and type of the nuclear
events through the interactions between the D+ complexes and the Pd lattice assisted by the stress
fields at the reaction sites. Consequently, by placing an operating cell in an external electric field
one would expect to see effects quite different from those observed in the absence of field. This is
illustrated in Fig.7c.

3.0 Discussion

The variety of forms/structures resulting from the exposure to an electric field can be divided in
two groups viz those that arise from the co-operative and/or competitive interaction between cell
components, relevant processes and their driving forces and those that require substantial energy
expenditure.

3.1 Search for precursors.

In a previous communication[17] we examined the the behavior of the Pd/D-D2O system using
cyclic voltammetry. An analysis of voltammograms indicated the presence of what we have
interpreted as D2

+ species in analogy to the existing H2
+ molecule-ion. The H2

+ molecule-ion was
first considered in electrochemical systems by Horiuti[18] and was modeled by Gryzinski[19].
Basically, it involves injection of an s-electron into an orbit in a manner so that [(H+e-)-H+]
molecule-ion is formed. Here, the s-electron effectively shields one of the H+ ions. The s-electron
injection can be written as follows: H+ + H+ + e-  [(H+e-)-H+] indicating that (1) the reaction is of
the electron-ion recombination type and that (2) shielding of one of the originally close H+ ions
removes the Coulomb barrier and creates chemical bond.

(i) Formation of [(D+e-)n-D+] molecule-ion. Using the same arguments, we have

D+ + D+ + e-  [(D+e-)-D+]

and, by addition of another D+ ion

[(D+e-)-D+] + D+ + e-  [(D+e-)2-D+]

or, in general

[(D+e-)n-D+] + D+ + e-  [(D+e-)n+1-D+]

Similarily, an addition of two complex molecule-ions can occur yielding

[(D+e-)m-D+] + [(D+e-)n-D+] + e-  [(D+e-)m+n-D+]

These complexes interact with the Pd lattice–this is symbolically indicated as Pd[(D+e-)n-D+].
Each of these reactions occurs with the rate constant that is affected by an electric field.
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(ii) Complex distribution. The multiple reaction paths result in a distribution of complexes of
varying number of (D+e-) units. Two factors would have to be considered when assessing the
distribution pattern: the reaction rate constants and the stability (mechanical) of the complex
[(D+e-)n-D+] .

(a) Reaction rate. The reaction path can be viewed as an electron-ion recombination occurring in an
external electric field. The effect of an electric field on the rate constant of such reactions was
examined by Wojcik and Tachiya[20]. Evidently, the rate constant is affected by an external field
in a way that depends on the conditions outside the molecule-ion boundary. In particular, the action
of an external field may either accelerate or slow down the electron-ion recombination reaction.

(b) Mechanical stability. The mechanical stability of the [(D+e-)n-D+] as well as the stability of a
domain (of complexes) Pd[(D+e-)n-D+]N can be examined using the liquid drop analogy, ie via
the energy considerations and, in particular, by the change in the potential energy associated with
the deformation of the spherical drop. The energy of the complex molecule-ion (represented as a
liquid drop) consists of two parts:(i) binding energy (energy needed to take the complex apart) and
(ii) surface (capillary) energy while that of a domain includes also the electrostatic energy. To
evaluate, one can employ the liquid drop model and carry out calculations in a manner similar to
that used in assessing the stability of a nucleus.

(c) Distribution. Two distributions are considered (i) that of a [(D+e-)n-D+] complex and (ii) that
of a Pd[(D+e-)n-D+]N domain. In both cases, the stability conditions are derived from energy
considerations associated with the shape change resulting from the motion of components (charged
or not) that occur within the molecule-ion or the domain. In both cases, capillary energy plays an
important role. The shape changes arise from fluctuations which, in turn, modify the magnitudes of
the potential and kinetic energies of the molecule-ion, respectively the Pd[(D+e-)n-D+]N domain.
The interaction with an environment (the Pd lattice and/or s-electrons) occurs in a coherent way.

3.2 Fusion reactions

(i) Fusion of light elements, T, He. The production of light elements (T and He) occurs via the
following set of events:
(i) An s-electron is captured by the molecule-ion, [(D+e-)-D+], so that the precursor [(D+e-)-D*]
is formed, ([(D+e-)-D+] + es

-  [(D+e-)-D*]). The electron capture (K-capture) is favored at the
“heavy end” of the periodic table where the K-orbits are small and the probability of an electron to
be at nucleus is large. In our case, the high probability is assured by high concentration of energetic
s-electrons within the domains. The rate of transmutation of the molecule-ion to a precursor
increases with an increase in the chemical potential of s-electrons. This can be demonstrated as
follows: for the reaction ZMA + es

-  Z-1XA + at equilibrium, the chemical potentials must be
equal. The chemical potential of a single molecule (here, the precursor) is just its internal energy,
-. Consequently, -M + (e-) = -X. Now, since the neutrino leaves the system, its chemical
potential does not appear and furthermore, an increase in the s-electron concentration or their
energies, tends to increase the es

- capture. Following the s-electron capture the electrostatic energy
of the complex molecule-ion is reduced causing its collapse to the precursor.
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(ii) The electron capture effectively changes the nature of the force acting between the shielded
deuterons, ie change from chemical bonding to nuclear forces, to form [(D+e-)D*] or 1(X)4, a
highly excited nucleus.
(iii) The excited nucleus can decay via the emission to He: 1(X)4- e-  2He4

and via the proton emission followed by emission to T: 1(X)4- p+  0(X)3 - e-  1X3 = T
(emission of charged particles was observed).

(ii) Fusion of heavier elements, qualitative observations. Fusion of heavier elements, eg Al, Mg, Si,
Ca, Zn, etc. occurs (in our system) when an operating cell is placed in an external electric field.
Qualitatively, the newly fused elements are found to be randomly distributed over the electrode
surface area indicating highly localized reaction sites. The analysis of the reaction sites show either
a single element, eg Al, or more than one element, eg Al and Mg. There appears to be some
correlation between the structure of the reaction site, as displayed by SEM, and the number of fused
elements present. A common feature exhibited in both cases (presence or absence of field) is the
presence of highly localized reaction sites (Note the hot spots displayed by IR imaging in the
absence of field).

(iii) Proposed fusion mechanism for heavier elements. In formulating the fusion mechanism, we
note the following:
(a) Fusion must be a single event in the sense that it follows the reaction scheme:
precursor + trigger  unstable “nucleus”  stable nucleus.
One triggering mechanism might be due to es

- -capture assisted by local conditions, eg stress field,
electric field, etc.
(b) Fusion must involve events within the precursor as well as to provide the balancing charge of
electrons in the K,L,M,N,.. orbits.
(c) Fusion to heavier elements (in our system) requires the presence of an external electrostatic
field. The fields used in our experiments were on the order of 103 V cm-1, ie too small to affect
chemical bonding within the precursor. Consequently, there are a number of questions that need to
be answered, viz how the field interacts with the system as a whole to produce precursors
containing a large number of (D+e-)n elements within the [(D+e-)n-D+] complex. Is the fusion
reaction leading to multiple elements due to a single large precursor which disintegrates when in an
excited state to yield multiple elements, or is a number of precursors present within the domain?

4.0 Concluding remarks

1. The most obvious effect of an external electric field is the shape change of the individual
globules of the “cauliflower” structure of the co-deposited material. With the shape change there is
a change in the defects density as well as in the stress field intensity. Both these factors affect the
interaction between the D+-complexes and the Pd lattice, ie they contribute to the formation of
the Pd[(D+e-)n-D+]N domains.

2. The concentration of the D+-complexes is determined by the overpotential. The effect of an
external electric field is minimal.

3. Excess enthalpy is generated by highly energetic fast reactions that resemble “mini-explosions”.

HP_Administrator
Typewritten Text
127



This view is supported by IR imaging (hot spots), by the response of the pressure/temperature
sensitive substrates (piezoelectric material) onto which the Pd/D films are co-deposited and by
SEM examination and analysis of selected isolated spots showing elements not originally present.

4. The formation of precursors as well as the fusion reactions is of the type: A + B C + D. As
written, this statement implies conservation of matter - otherwise, both the reactants and products
are not constrained. In practice however, the initial conditions of the reactants are specified by the
experimental protocol while those of products by energy considerations and the rate constants. If
such reaction occurs in, eg the Pd lattice, additional constraints are operative. Consequently, in the
reaction: ZMA + es

-  Z-1XA + , the particles are constrained by an interaction with the Pd lattice.
This, we indicate by writing PdZMA, etc. It is with this in mind that we examine the effects of
placing an operating cell in an external electrostatic field.

5. The triggering activities (to initiate fusion reactions) are located within the first few atomic
layers and, most likely, involve changes in the electronic structure of this region. These changes are
transferred deeper into the Pd lattice where the nuclear events occur.
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THE DYNAMICS OF THE Pd/D-D2O-Li+ SYSTEM AS A PRECURSOR TO
THE FLEISCHMANN-PONS EFFECT

S. Szpak, P.A. Mosier-Boss and J. Dea

Spawar Systems Center San Diego, San Diego, CA 92152-5001

Summary – The dynamics of excess heat generation is discussed in terms of the
electrode/electrolyte interphase, processes in the reaction space and the effect of overpotential
acting as an external force. The origin and properties of the active regions, derived from the IR
imaging and piezoelectric sensing, is discussed. The importance of free electrons on the initiation
of the F-P effect is noted.

1.0 Introduction

The characteristic feature of the polarized Pd/D2O-Li+ system, as demonstrated by calorimetry, is
the generation of excess enthalpy, the F-P effect[1]. However, because a calorimeter is an
integrating device, it cannot provide an answer to a number of questions, viz. (i) where are the
excess enthalpy producing reactions located? (ii) are these continuous or discrete heat sources?
(iii) if discrete then what is the sequence of processes that lead to instabilities?

In an attempt to seek an answer, we selected a set of experimental facts from which some
conclusions can be drawn. For example, the poor reproducibility and the variable conditions
initiating the F-P effect, indicate the existence of thresholds while the bursts in eg tritium
production[2], suggest the presence of non-equilibrium states that favor the formation of active
domains. Such domains, if they are the seat of the heat generating reaction sites, could be
displayed by infrared imaging. Indeed, active sites have been observed on surfaces of electrodes
prepared by the co-deposition process[3].

Facts lead to deductions which, in turn, suggest new experiments. The observed “hot spots”, with
the steep temperature gradients and of short duration, indicate that these high intensity heat
sources can be viewed as mini-explosions. Such events have been displayed by the Pd/D films
co-deposited on pressure sensitive surfaces of a piezoelectric material[4].

In an earlier communication[5], we presented an example of discrete heat sources. Here, we
discuss the evolution of the electrode surface temperature in a greater detail, provide supporting
evidence for the presence of discrete heat sources by displaying the associated pressure gradients
and discuss the conditions leading to the formation of unstable domains.



132

2.0 Experimental

The Pd/D electrode was prepared by the co-deposition technique, a process involving
simultaneous reduction of Pd2+ ions and heavy water. The electrolyte composition was as
follows: 0.03 M PdCl2, + 0.3 M LiCI + D2O. The co-deposition was carried out at a very low cell
current, on the order of μA/cm2 during the first hour followed by a gradual increase to cell
currents corresponding to several hundred mA/cm2 for the next two hours.

2.1 Evolution of thermal activities

The evolution of thermal activities in the negatively polarized Pd/D2O system was examined
using an experimental arrangement shown in Figs. la and lb. Figure 1a illustrates the position of
an infrared camera facing the negative electrode. To record the evolution of thermal behavior it
is necessary to place the negative electrode, a Ni screen, upon which a deuterium saturated Pd
film was deposited, very close to the thin cell wall (Mylar film). The infrared camera was
operated in two modes: the first, to measure the cell temperature across the cell (along the X-X
line), Fig. 1b and the second, to record the temperature distribution on the electrode surface to
display the presence of hot spots).

(i) Cell temperature profile

A typical cell temperature profile is shown in Fig. 2, where the A-B section indicates the
electrode surface temperature while sections C-D and E-F the solution temperature. The cell
temperature profile, plotted in Fig. 3, was taken periodically during the electrolysis. Evidently,
the difference between the electrode surface temperature and that in solution, ΔT, increases with
time, being initially at ca 2 ° C and reaching a value as high as ca 17 ° two hours later. It is
noteworthy that the increase in the surface temperature, curve a, is irregular indicating bursts in
excess enthalpy generation. In contrast, the solution temperature, curve b, increases smoothly
which is an expected behavior because the weight (volume) of solution substantially exceeds that
of the Pd/D electrode assembly.

Incidently, Bedeaux and Ratkje[6] provided a rationale for the temperature difference arising
from coupling of interfacial processes. There is no doubt that dissipative processes contribute to
the observed ΔT. However, this contribution is negligible for a system operating at conditions of
this experiment.

(ii) Development of hot spots

Thermal activity in the form of “hot spots,” Figs. 4a - 4d, were detected early during the Pd/D
co-deposition process. Judging from the number of hot spots, we note that (i) the rate of heat
generation is not uniform, (ii) thermal activities occur at low cell temperature and at low cell
currents. These observations seem to contradict the commonly held view that long incubation
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times are required and current densities in excess of 100 mA/cm2 are always needed to initiate
and maintain the F-P effect.

The intensity of thermal activity increases with an increase in both cell temperature and cell
current. An example is shown in Fig. 5. Here, the temperature of hot spots cannot be estimated
because it exceeded the camera range. This conclusion is supported by the temperature profile
across the electrode surface shown in Fig. 5b. Note that the location of hot spots coincides with
the temperature distribution in Fig. 5b.

(iii) Propagation of pressure gradients

An expected consequence of localized heat sources is lattice distortion and the development and
propagation of stresses within the Pd/D lattice. The display of mechanical distortion can be
followed by co-depositing the Pd/D films onto a pressure sensitive substrate, eg piezoelectric
ceramic material[4]. Now, piezoelectricity is characterized by a one-to-one correspondence of
direct and inverse effects, ie the internal stresses resulting from the electric field are proportional
to the field itself and the deformation is accompanied by the appearance of a field proportional to
the deformation. Because of high sensitivity, its use as a sensing device must be done under
strictly controlled conditions. To eliminate external factors that might interfere with the
interpretation of the sensor's response, the electrochemical cell was shielded (Faraday cage) and
the whole assembly placed on a shock absorbing material, as illustrated in Fig. 6. An ideal
response of a piezoelectric sensing device to thermal mini-explosion is illustrated in Fig. 7. In
general, there are two types of forces that interact with the piezoelectric material, viz. those that
cause the contraction of the piezoelectric material and those that result in its expansion. An
example of the first kind is the pressure change due to eg appearance of localized heat source
within the Pd/D film; of the second kind – the change in temperature of the piezoelectric material.

A single isolated event is shown in Fig. 8. Here, we see clearly a single voltage spike which, in
the negative direction, corresponds to the pressure pulse. After a brief period of time, Δt = 0.06
sec., we note the arrival of the temperature front (voltage spike in the positive direction),
followed by the system relaxation. Using a simple model, eg that of a spherical reaction site, one
could, from the magnitude of the voltage spikes and the Δt reach some conclusion concerning the
position and strength of the heat source. Such singular events are seen in the early periods of the
co-deposition. Interestingly, these voltage bursts persisted for hours following the termination of
current flow.

A typical voltage-time behavior indicating a burst of events within the Pd/D film is shown in Fig.
9. These bursts were observed at constant current densities as low as ca 4.0 μA cm-2. An
expanded trace of such bursts shows a series of voltage spikes, indicated by arrows. Their
frequency and intensity increased with an increase in the cell current and cell temperature. At
temperature near the boiling point, thermal activities were very intense as indicated by the
magnitude of the voltage spikes, illustrated in Fig. 10.
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3.0 Discussion

The appearance of discrete reaction sites implies the transition from a stable to an unstable
situation, alternatively a transition from non-reactive to reactive sites. We regard the formation
of these domains as being the last step prior to the initiation of the F-P effect. The lack of kinetic
data does not permit us to carry any quantitative assessment. However, the thermodynamic
reasoning can offer, in a qualitative way, some useful information needed to formulate a
phenomenological model consistent with the observed instabilities.

In what follows, we examine the associated dynamics leading to the instabilities of what should
be otherwise a stable behavior, via (i) the construction of an interphase across which deuterium
transport occurs, and (ii) the system's response to perturbations in the cell current/potential.
Finally, we demonstrate the correctness of the model via the selected experimental observations.

3.1 Construction of the Pd/D2O interphase

The equilibrium state of an electrified interphase may be defined either through the boundary
conditions or by imposing given values to the selected variables. On the other hand, in non-
equilibrium situations, the system can only be defined through the boundary conditions. Here, as
in an earlier communication[5], we follow closely the procedure outlined by van
Rysselberghe[7] and Defay et al.[8]. Briefly, the interphase region consists of a set of non-
autonomous layers where the overall overpotential can be broken into parts pertaining to the
various layers and where these layers are determined by the sequence of processes/reactions.
Each layer of the set of non-autonomous layers is homogeneous and of sufficiently large volume
so that the concentration and temperature are well defined and their location is given by the
driving forces, the chemical potentials. The structure of the Pd/D-D2O interphase arises from the
set of steps involved in the electrochemical charging viz. electroreduction of D+ ions in the
reaction layer, followed by adsorption, absorption, placement in the Pd lattice, ionization
(dissociation), and transport into the bulk metal.

Restricting our attention to the relevant, part of the structure of the interphase and the processes
therein, Fig. 11, we examine the dynamics of the Pd/D-D2O system under the following set of
assumptions: (i) the e-’s are treated as component as are the Dad, Dab, Dl Dl

+ species[9] (ii) only
the weakly bound Dad's are absorbed[10,11], (iii) the transition from Dad to Dab is fast so that
during charging they remain in quasi-equilibrium[11]; (iv) ionization, Dl ↔ Dl

+ + el
- is

considered a chemical reaction.

3.2 Response of the Pd/D system to perturbations

The energy of the Pd/D system, subject to action of an external potential, η, is a function of state
variables, U = U(S, V, n, .. , η). Here, the discussion is limited to the response to the variation in
overpotential and includes: identification of the reference system, the stability with respect to δη,
the evolution of the supercharged layer and the formation of active domains.
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3.2.1 Reference state

The Pd/D electrode charged to the β- phase is characterized as follows: (i) All octahedral sites
are occupied (ii) the overpotential, η, acts as an external potential, ie it determines the
distribution of all mobile charges (both D+ and e-), (iii) the homogeneous bulk phases (electrode
and electrolyte) are separated by an inhomogeneous interphase region consisting of a set of
homogeneous segments (layers) defined by the individual steps of the charging/discharging
process, (iv) ionization occurs in a s-electron rich environment, ie q- > > q+ (v) in the reference
state all flow of matter is stopped – however, the flow of energy is permitted, ie the reference
state is maintained by an overpotential, η, alternatively, by the cell current, I. The vanishing of
all mass fluxes demands that all chemical potentials be equal. In the present case, it requires that
(ఏ)ߤ = (ఈ)ߤ = .(ఒ)ߤ In assessing the response of the variation in overpotential, δη, we take note
of conditions (ii), (iv) and (v). In addition, we assume that the surface coverage, θ, remains
constant, ie that the extra cell current, δI, is used exclusively for the deuterium evolution reaction.
Thus, condition (iv) yields

(௥)ߤ = ߤ
ା

(௥)
+ ߤି

(௥) (1)

With

ା)ߤ ,ି) = ା)ߤ ,ି)
଴

+ ܴ݈ܶ݊ (ܿା ,ି) + ା)ݍݖ ,ି)| |߯ (2)

where c(+,-) are the volume concentrations, q(+,-) are the charge, χ is the potential. The subscripts
+,- refer to deuterons and s-electrons, respectively and the superscripts identify the layer under
consideration.

3.2.2 Stability with respect to δη

The negatively polarized Pd/D electrode of an operating electrochemical cell is a complex
system. Its behavior with respect to perturbation in overpotential will be first examined by
considering a set of thought experiments in which a closed system containing D, D+ and e- at
equilibrium will be subjected to (i) action of an external potential, η, (ii) the addition of electrons
in the absence of η and (iii) addition of electrons in the presence of η.

The action of an external potential on the system behavior enters through the effect on the
respective chemical/electrochemical potentials as indicated by Eqs. (1) and (2). Thus,

(i) The external potential affects only charged species via the χ potential, Fig. 10. If the system 

contains an equal number of positively and negatively charged particles, then the action of an
external potential cancels out.

(ii) If the number of negatively charged particles is greater than the number of positively charged
(eg by addition of electrons) then the addition of negatively charged particles increases the



136

chemical potential, μ(r) due to an increase in the second term of Eq. (2). The net result is the
decrease in the concentration of positively charged particles.

(iii) The action of the external potential on the system with unequal number of charged particles
is more complex. In the system where the negative charges exceed positive, the net result is the
decrease of the μ(r) (Note – logarithmic term in Eq. (2) changes slower than the linear term). The
composition of the quasi-equilibrium is determined by both the excess of negative particles and
the magnitude of the applied potential, ie (௥)ߤ� = ݍି݂] .[ݔ, As the external potential is increased,

the ାߤ
(௥) also increases. This fact will play an important role in the F-P effect (cf section 4.0).

3.2.3 Charging and the evolution of a supercharged layer

Even a small deviation from the reference state results in instability. By definition,
=ߤ� ߲ܷ/߲ |݊ௌ,௏,௡,... Consequently, the stability/instability of the Pd/D system with respect to
varying overpotential is determined by taking the derivative of the chemical potential. The
chemical potential of the adsorption layer depends linearly on overpotential, ie (ߟ)(ఏ)ߤ� =

(ఏ)ߤ + [12]ܨ|ߟ| and =௟ߤ ߤ
ା

+ ߤି . Substitution of (2) into (1), followed by differentiation,
yields

డఓ(ೝ)

డఞ
= ݍି− (3)

Since డఓ(ೝ)

డఞ
< 0, so is also δU < 0, ie the system is unstable with respect to the variation in

overpotential. The time rate of change of ା݊
(௥) and ݊(௥) is given by (4) and (5), respectively.

ௗ௡శ
(ೝ)

ௗ௧
= ௥݈ܣ௥

(௥)
− ௠݈ ௥ܣ

(௥→௠ ) (4)

ௗ௡(ೝ)

ௗ௧
= ఒ݈ܣ

(ఒ→௥) − ௥݈ܣ
(௥) (5)

Combining (4) an (5) and noting that within the reaction space ݀ ା݊
(௥)

= −݀݊(௥), we have

ௗ௡శ
(ೝ)

ௗ௧
= ௥݈ܣ௥

(௥)
−

ଵ

ଶ
ቂ݈ఒܣ

(ఒ→௥) + ௥݈ܣ௥
(௥→௠ )

ቃ (6)

where A is the affinity ௥ܣ]
(௥)

= (௥)ߤ − ቀߤ
ା

(௥)
+ ߤି

(௥)
ቁ, etc.] and l’s are the respective

proportionality coefficients

The affinities are function of the state variables and the external potential, =ߟ (ߠ)ߟ + ߰ where
ψ is the potential in excess of that needed the maintenance of the reference state. Equation (6)
shows in a qualitative way, the effect of ψ on the system behavior (see section 4.0).
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3.2.4 Formation of active domains

CANR, the chemically assisted nuclear reactions is the acronym for the F-P effect, coined by
Storms[12] who suggested that other than purely physical considerations should enter into the
discussion of factors affecting the excess enthalpy generation, as well as manifestations of other
nuclear activities. To quote “nuclear reactions can only occur when the required chemical
environment is created.” Unfortunately, no further elaboration was provided.

Some insight into the environment can be obtained from thermal analysis of the surface of
electrodes prepared by the co-deposition technique. We refer to Figs. 4, 5, 8, 9 and 10, ie we
refer to the activities recorded by the IR camera and the piezoelectric sensing device, namely
incubation time, size, distribution and the effect of temperature.

(i) Incubation time – the discrete heat sources, were noted shortly after the initiation of current
flow. Thus, they are located near the contact surface and the supercharged layer is formed
instantaneously [13].

(ii) Size – the nuclear active site must contain a large number of single events to produce a
visible image. Unfortunately, our experimental set-up could not yield quantitative assessment.
However, based on other considerations, Chubb[14] estimated the number of single events to be
between ca 104 – 109.

(iii) Distribution - the random time/space distribution of hot spots as well as their varying
intensity with time, Figs. 4a-4d, exclude the existence of fixed location of the nuclear-active-sites.
Thus, the direct influence of structural aspects of the electrode material is doubtful. Rather, the
random distribution and the varying intensity arises from the coupling of the various processes
occurring on both sides of the contact surface in response to fluctuations, a point stressed by
Fleischmann et al.[15].

(iv) Effect of temperature – both, the frequency and intensity are a strong function of temperature.
In particular, both increase with an increase in temperature, exhibiting the so-called positive
feedback, cf Figs. 3, 5 and 10. This is, perhaps, the most direct indication of the influence of the
chemical environment.

To reiterate, active domains containing several thousands of particles are formed in the close
proximity to the contact surface. The random distribution suggests that embryos of the new
phase are generated as a result of fluctuations while the strong temperature dependency points
out to the action of forces of the chemical nature. In earlier communications[5,16], we pointed
out that changes in an external force, eg the overpotential substantially affect the dynamic
behavior as well as the structure of the interphase which contains complexes of the form [D...D]+.
In a system containing high D+/Pd ratio in an s-electron rich atmosphere (according to
Preparata[17] ca 40 % of the metal volume is occupied by the s-electrons) and assisted by high

external potential, the high value of the ାߤ
(௥) promotes the formation of deuteron clusters,
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possibly of the form ௡ܦ]
ା . ௠݁

ି ]. Evidently, the s-electrons play a dominant role in the formation of
assembly of complexes, ௡ܦ]

ା
௠݁
ି ]. An additional supporting evidence for the active participation

of free electrons in the initiation of the F-P effect is the reproducible generation of excess
enthalpy in Pd/B alloys[18] (each B atom donates three electrons) .

4.0 Predictive capabilities of the model

Fleischmann et al.[15] postulated that the excess enthalpy generation in the polarized Pd/D
system can be adequately represented by a product of two functions – the first, containing the
operational variables, the second – the state variables. McKubre et al.[19] noted that a model,
that is consistent with the observed initiation of the F-P effect, must involve three factors: (i)
average D/Pd loading ratio of, at least, 0.9, (ii) incubation time on the order of several hundred
hours in excess of that needed for a complete saturation of the electrode with deuterium and (iii)
changes in the power input. In their view, the long incubation time suggests that the d+d reaction
may require one or more additional partners transferred from the electrolyte, (eg Li, B, Si) while
the varying power input indicates a complex interplay of processes occurring on both sides of the
contact surface.

The adsorbed deuterium is in an atomic state while it is in a nuclear state when involved in
excess heat generation. The transition occurs within the reaction layer. Consequently, the events
in the reaction layer are responsible for the system's behavior. To examine the predictive
capabilities of the present model, we consider first a Pd rod (wire) immersed in the D2O
saturated with deuterium. The set of consecutive participating processes leading to the rest
potential, is: adsorption → absorption → placement in the lattice → dissociation → transport by 

diffusion. It represents an open system with driving potential arising from the presence of the
electric double layer. In the course of time, system comes to an equilibrium resulting in a rest
potential, η0.

The rest potential, η0, is due to cooperation between the processes on both sides of the contact
surface. A change in this potential affects the chemical potential of the adsorbed deuterium and
initiates the processes described in Fig. 10 and expressed by Eq. (6).

The evaluation of Eq. (6) requires the knowledge of the effect of η on the individual
chemical/electrochemical potentials and processes. The potential distribution, shown in Fig. 10,
consists of two branches, the external potential, η and the internal potential, χ. Bearing in mind 

that the (ఏ)ߤ is a linear function of η[ 20], it follows that both, (ఈ)ߤ and (ఒ)ߤ are also linear

functions of η while (௥)ߤ = ߤ
ା

(௥)
+ ߤି

(௥) is a function of η and χ. 

Equation (6) states that for a given value of q- in the reaction space there is only one stationary
state possible for each external potential. It occurs when dn+/dt = 0. Futhermore, Eq. (6) states
the following:
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(i) The incubation time is defined as time required for the transition from one stationary state to
another of higher D+/Pd ratio. It can vary from sample to sample.

(ii) The high loading ratio is facilitated by high overpotentials and, therefore, at high power
inputs and favored for high q-. It can also vary from sample to sample.

The observation by DeNinno and Violante[21] that a pulsing regime consisting of short high
potential/current pulse followed by longer low potential/current pulses greatly enhances the
electrode loading. The present model accounts rather well for such behavior. An increase in the

external potential increases also the internal potential which, in turn, increases the ߤ
ା

(௥) and

decreases the  thus promoting an influx of D from the λ- layer. Upon lowering the potential (௥)ߤ

(period of low current), the (௥)ߤ increases, thus preventing or substantially reducing the transfer
back to the λ- layer but allowing an enhanced diffusion into the bulk metal. The action is 

analogous to a pumping action: at high potentials there is an accumulation of deuterium within
the reaction space and during the low period there is an expulsion into the bulk metal. An
effective low/high regime may vary from sample to sample.

The present model would also predict the behavior of the Pd/D co-deposited films. The
generation of excess enthalpy is due to the loading ratio of D/Pd > 1.0. At such high ratios, the
formation of clusters (reactive domains) is expected even at low overpotentials.
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Experimental Arrangement

A – Faraday cage
B – negative electrode assembly (B1 – insulating material; B2 – piezoelectric

substrate; B3 Pd/D film)
C – positive electrode
D – potentiostat/galvanostat
E – shock absorbing material
F – oscilloscope (LeCroy digital)
E – laboratory bench

Fig. 6
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Methodology
Natural consequence of discrete heat sources is the distortion of the
crystal lattice creating propagating stresses.

Construction of a pressure sensitive device. Co-deposition on
piezoelectric substrate (lead-zirconium-titanate; r = 1.143 x 10–2 m; 
= 2.0x 10–3 m; Source: Piezokinetics, Bellefonte, PA).

Piezoelectricity is characterized by a one-to-one correspondence of
direct and inverse effects. Thus, internal stresses resulting from
electric field are proportional to the field itself and the deformation is
accompanied by the appearance of a field proportional to the
deformation

Fig. 7
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A note on the development of temperature and pressure pulses in a polarized Pd/D system

J. Dea, P.A. Mosier-Boss and S. Szpak

Spawar Systems Center San Diego-San Diego, CA 92152-5001

Negatively polarized Pd/D electrodes, prepared by the co-deposition technique, and immersed in
heavy water, generate excess enthalpy at well-defined spots randomly distributed in time and
space[1-3]. An expected consequence of localized heat sources is lattice distortion and the
development and propagation of stresses within the Pd/D film. While the presence of hot spots
can be monitored by the IR imaging of the surface temperature[2,3], the display of mechanical
distortions can be followed by co-depositing the Pd/D films onto a pressure sensitive substrate,
eg piezoelectric ceramic material. Indeed, in the course of the Pd/D co-deposition on such
substrates, we have observed voltage spikes that can be attributed to pressure and temperature
pulses, occurring shortly after the initiation of current flow, as well as upon its termination.

Experimental

The experimental arrangement is shown in Fig. 1. The Pd/D co-deposition was carried out at
constant cell current from a solution containing 0.03M PdCl2, and 0.3M LiCl dissolved in D2O.
The Pd/D film was deposited onto a piezoelectric substrate (lead-zirconium-titanate; source:
Piezokinetics, Bellefonte, PA) in the form of a disk, r = 1.143 × 10-2 m, l = 2.0 × 10-3 m with a
deposited Ag film on both sides.

Results and interpretation

The interpretation is aided by consideration of the characteristic features of the co-deposition
process and the cathode assembly. These are as follows:

(i) Co-deposition: The Pd/D co-deposition process involves simultaneous reduction of Pd2+ ions
and heavy water. As the Pd2+ ions are depleted, especially at high cell currents, vigorous gas
evolution takes place. The formation, growth and detachment of gas bubbles from the electrode
surface are the sources of various forces acting on the electrode surface. Electrodes prepared by
the co-deposition technique exhibit a "carpet-like" appearance, ie the structure that assures
locally a non-uniform distribution of current density.

(ii) Piezoelectricity: Piezoelectricity is characterized by a one-to-one correspondence of direct
and inverse effects[4]. Internal stresses resulting from the electric field are proportional to the
field itself and the deformation is accompanied by the appearance of a field proportional to the
deformation.
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Voltage spikes

A typical voltage-time behavior indicating a burst of events within the Pd/D film, is shown in Fig.
2. These bursts were observed as early as a few minutes after the initiation of current flow and at
current densities as low as ca 4 μA cm-2, Fig. 2. Their frequency and intensity increased with an
increase in the cell current. Interestingly, these voltage bursts persisted for hours/days upon
termination of current flow.

An expanded trace of such bursts, Fig. 3 , shows a series of voltage spikes (indicated by arrows).
These spikes represent a change in the forces acting on the surface. In general, there are two
types of forces, viz. those that (i) cause contraction of the piezoelectric material and those that (ii)
result in its expansion. An example of the first kind is a pressure change due to eg appearance of
a localized heat source within the Pd/D film; of the second kind – detachment of gas bubbles
and/or the change in temperature of the piezoelectric material. In addition, any local change in
the current density would produce voltage spikes in the direction that depends on the change in
the electric charge on surface, arising from eg changes in the cell current.

A single event isolated from a burst is shown Figs. 4 and 5. Here, we see clearly a single spike
which, in the negative direction, corresponds to pressure pulse. After a brief period of time, Δt =
0.06 sec., we note the arrival of the temperature front (voltage in the positive direction), followed
by the system relaxation. Using a simple model, eg that of a spherical reaction space one could
from the magnitude of the voltage spikes and the Δt reach some information concerning the
position and strength of the heat source. Other examples of measured piezoelectric responses of
an operating cell as a function of time are shown in Figure 6. A more accurate assessment would
require a calibration of the piezoelectric substrate – work currently in progress.

Concluding remarks

Co-deposition at high negative potentials results in the formation of an electrode structure that is
not in equilibrium and that, in turn, is subject to of various gradients (eg chemical, mechanical
and electrical). Simultaneous evolution of gas bubbles introduces an added component viz. a
random distribution of localized gradients, ie it produces a number of forces that affect the
piezoelectric material. Thus, it is the ambiguity that must be resolved for an accurate
interpretation of the voltage spikes. However, because the voltage spikes are seen also at zero
cell current, ie when the electrode is free from the evolving gases or changes in the surface
charges, we can follow the progress in the behavior with confidence.

The significance of these points is as follows: the presence of pressure spikes during the co-
deposition is consistent with the excess enthalpy generation reported by us earlier[3,5]. The
occurrence of pressure gradients upon termination of current flow is expected in view of the
heat-after-death effect, discussed by Pons and Fleischmann[6]. A connection between excess
heat generation, the presence of pressure gradients and the initiation of the Fleischmann-Pons
effect is considered.
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The presence of voltage spikes indicate that within the Pd/D film small "explosions" associated
with the excess enthalpy generation do occur. Furthermore, it would appear that, within the Pd/D
system, there are active domains (high D concentration, γ– phase formation). Once formed, these 

domains become the source of the heat producing reactions.
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Figure captions

Figure 1 - Experimental set-up. A – Faraday cage, B – negative electrode assembly (B1 –
insulating material, B2 – piezoelectric substrate, B3 – Pd/D film), C – positive electrode, D –
potentiostat/galvanostat, E – shock absorbing material, F – oscilloscope (Le Croy digital), E –
laboratory bench.

Figure 2 – Burst of events observed at current density ca 4 μA cm-2.

Figure 3 – Expanded view of a burst of events. Arrows indicate pressure pulses.

Figure 4 – Example of a single event. Point A – pressure spike, point B temperature spike

Figure 5 – A single event observed at zero cell current.

Figure 6. Recorded responses of an operating cell as a function of time.
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THERMAL BEHAVIOR OF THE Pd/D SYSTEM: TRANSITION FROM
EXOTHERMIC TO ENDOTHERMIC ABSORPTION

S. Szpak and P.A. Mosier-Boss

SPAWAR Systems Center San Diego, San Diego, CA 92152.-5001

Abstract

Thermal behavior of the early stages of the Pd/D co-deposition process is examined.
Calorimetric measurements indicate that (i) absorption of deuterium at high [D]/[Pd] atomic.
ratios is endothermic, (ii) the exothermic Fleischmann-Pons (F-P) effect occurs almost
immediately and (iii) the cause of the F-P effect are the localized, high intensity heat sources of
very short duration.

1.0 Introduction

Prior to the 23rd March 1989, the date of the announcement of the Fleischman-Pons (F-P) effect,
there was no interest in the thermal behavior of the Pd/D system, in general, and in its polarized
version, in particular. Following that date, there was an explosion of activities too numerous to
list (references can be found in the Proceedings of International Conference on Cold Fusion,
ICCF - 1 through ICCF - 10). Briefly, the F-P effect refers to excess enthalpy generation during
electrolysis of heavy water using a “massive” Pd as the negative electrode.

It has been generally accepted that one of the conditions necessary to initiate the F-P effect, is
high [D]/[Pd] atomic ratio. Furthermore, it has been suggested, on theoretical grounds[1], that
such high ratios are associated with the formation of the β– phase and that, the transition from 

the β– to the γ– phase should be accompanied by the transition from exothermic to endothermic 

absorption of deuterium[2].

In what follows, we shall demonstrate, via calorimetric measurements, that at high [D]/[Pd]
atomic ratios there occurs a transition from an exothermic to endothermic absorption of
deuterium by the palladium lattice. Furthermore, a correct interpretation of the thermal behavior
of electrolytic cells requires both the knowledge and consideration of all of the participating
processes, especially (i) the kinetics of electrode reactions and (ii) the realization that
calorimetric measurements, when coupled with other observations, may lead to a better
understanding of the co-deposition process.

2.0 Background information

In assembling the background information we considered the following: (i) elements of the
electrochemical cell. (ii) thermodynamic constraints through the use of Pourbaix diagrams, (iii)
the co-deposition process and (iv) the partial molar absorption as a function of the [D]/[Pd]
atomic ratio.
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2.1 Electrochemical cell

An electrochemical cell, in its simplest arrangement, is an open system consisting of subsystems
representing the cell working elements: an electrolyte, positive and negative electrodes and the
associated auxiliary elements, eg thermistors, calibration heater etc. It can operate: (i) as an
energy source or (ii) as a mass convertor. Within an infinitesimal time interval, dt, during which
a. stationary current passes through the cell, a positive charge, Idt, is transported through the cell
from the positive to the negative electrode while the negative charge, –Idt, passes through the
external circuit. The effect of the passage of cell current can be summarized by examining the
thermodynamic and kinetic aspects.

2.2 Pourbaix diagrams

A convenient way to examine the often very complex processes associated with the cell
operation, is to construct the relevant Pourbaix diagrams[3]. Briefly, the Pourbaix (or the
potential- pH) diagrams represent a summary of electron and proton transfer reactions that are
prevented/favored on thermodynamic grounds. Thus, (i) reactions of the type M → Mn+ + ne-

being independent of the pH, are represented by straight lines parallel to the pH-axis with
displacement, proportional to the log(cMn+), (ii) reactions of the type ܯ + ଶܱܪ݊ → ܯ ௡(ܪܱ) +

ାܪ2݊ + ݊݁ି , ie where the potential is a linear function of the pH are drawn with a slope of
ܨ/2.3ܴܶ− (= 0.06V at 25°C), (iii) regions to the left from the point at which the ெܧ /ெ ೙శ − ܪ݌

intersects the ு/ுାܧ − ܪ݌ line identify instability while those to the right of the point of
intersection are regions whose stability is assured by the protective layer of M(OH)n. Although
originally prepared for studies in corrosion, they can be useful in the examination of
electrochemical cells irrespective of their intended use.

2.3 The co-deposition process

In 1991 we proposed an alternate method to prepare the Pd/D working electrode, namely by the
co-deposition technique[4]. As we have shown recently[5], these electrodes exhibit common
features with “massive” electrodes, viz. (i) excess enthalpy generation, (ii) positive feed-back and
(iii) “heat-after-death”. The system differs, however, in that. (i) the excess enthalpy generation
occurs within minutes and with somewhat greater efficiency, (ii) the heat sources are randomly
distributed in time and space, a feature that has not been reported to occur on “massive”
electrodes.

The co-deposition refers to a simultaneous electro-reduction of Pd2+ ions and D2O/D+

molecules/ions. Thus, it requires that the cell current, I, be split into two partial currents i1 and i2

accounting for the reduction of the Pd2+ ions and D2O molecules, respectively. It is further
assumed that the charge transfer reactions are independent of each other so that I = i1 + i2. To
prevent the formation of powdery deposits, the rate of D2 evolution should only slightly exceed
the rate of Pd deposition. The maximum rate of an acceptable Pd/D deposit is controlled by
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diffusion, ie at cell currents approximately twice that of the limiting current given by ଵ݅,௟௜௠ =

ܦܣܨ2 ,ߜܿ/ where F is the Faraday constant, A is the surface area, D is the diffusion coefficient, c
is the concentration of Pd2+ ions and δ is the thickness of the diffusion layer. 

It is instructive to examine the Pd/D co-deposition using, as background, the simplified Pourbaix
diagram. Relevant parts of such diagram together with the superimposed potential/current
relationship for the reduction of Pd2+ ions as well as the H2O/D2O molecules, are shown in Fig. 1.
As indicated, the electro-reduction of the Pd2+ ions from simple Pd salts, eg PdCl2, requires
highly acidic solutions, ie to the left of point A, Fig. 1. Thus, due to the very low concentration
of Pd2+ ions (Pd(OH)2 will precipitate at pH 1.5 for ௉ܿௗమశ = 10ି଺ mol/cmଷ) only
hydrogen/deuterium evolution reaction would occur. The Pourbaix diagram indicates that for an
effective co-deposition, point A must be shifted in the direction of higher pH values. This can be
done by eg complexing[1,5].

2.4 Absorption of deuterium

The partial molar enthalpy of absorption, ΔH/R, as a function of the [D]/[Pd] atomic ratio, is
plotted in Fig. 2. Evidently, as the [D]/[Pd] ratio increases, the negative ΔH/R also increases. It
reaches a maximum at [D]/[Pd] = 0.4 and decreases with the further increase in the [D]/[Pd]
atomic ratio. No data are available for [D]/[Pd] >0.8. However, if the trend continues, then one
would expect a transition from an exothermic to endothermic behavior to occur at [D]/[Pd] =
0.85.

3.0 Electrochemical calorimetry

The characteristic feature of the electrochemical calorimetry is the need for long time
observations. That requires a detailed analysis of the heat transfer coefficients and the calibration
procedure. For short time measurements, a more convenient design is that employing an
adiabatic enclosure since it eliminates the need for calibration. However, it introduces difficulty
connected with the maintenance of the adiabatic enclosure.

3.1 Electrochemical cell in an adiabatic enclosure

An electrochemical cell/calorimeter is modeled adequately by the non-linear and inhomogeneous
differential equation (cf Appendix in [2]). However, for a cell/calorimeter, provided with an
adiabatic enclosure[6], operating at low cell currents and temperatures, all enthalpy fluxes (ie
calibration heat source, enthalpy content of the gas stream enthalpy transfer to the environment)
can be neglected. Consequently, for cells with an adiabatic enclosure an adequate description is
given by Eq. (1)

௣ܿ݉
ௗ்

ௗ௧
= −௖ܧ]ܫ [௧௛ܧ + (ݐ)ݍ (1)

where ௣ܿ݉൫= ∑ ௣ܿ,௜݉ ௜൯is the “water equivalent” [2], I is the cell current, Ec is the
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cell potential, Eth is the thermoneutral potential and (ݐ)ݍ = (ݐ)௜ݍ∑ represents the sum of rates of
heat produced/consumed (intensity of sources/sinks) due to any number of processes. An
adiabatic enclosure separating two systems, A and B, is maintained by assuring that, at all times,
௤ܬ
஺→஻ = ௤ܬ

஻→஺, ie that the heat outflow is balanced by heat inflow. In practice, we require that

within the time period =ݐ߂ −ଶݐ ∫,଴ݐ ௤ܬ
஺→஻݀ݐ

௧భ

௧బ
= ∫ ௤ܬ

஻→஺݀ݐ
௧మ

௧భ
or, at least, oscillates about zero.

During the co-deposition, all relevant data (eg cell potential, cell current, electrolyte temperature
as well as the maintenance of the adiabatic enclosure) are to be recorded.

3.2 Evaluation of the (ݐ)ܳ = ∑ ∫ ௱௧௜ݐ݀(ݐ)௜ݍ term

The excess enthalpy produced/consumed within time interval Δt, ie the Q(t) term can be

evaluated from the plot of 0.239 ௣ܿ݉ܶ߂− ∫ −௖ܧ]ܫ ݐ݀[௧௛ܧ
௱௧

vs ∫ ௱௧ݐ௖݀ܧܫ
. A plot for a typical

run is shown in Fig. 3. Evidently, at first Q(t) is negative and becomes less with an increase in
the co-deposition time. The negative value of Q(t) indicates that, at the beginning of the run, the
cell acts as refrigerator, ie in an apparent violation of the second law of thermodynamics. Since
the second law cannot be violated, it follows that an endothermic process has occurred at the
beginning of the co-deposition process.

The co-deposition is a simultaneous electro-reduction of the Pd2+ ions and D+/D2O molecules as
well as absorption of deuterium. Of these processes only absorption of deuterium could be
endothermic. This view confirms an earlier suggestion made by Fleischmann et al.[2] that at high
[D]/[Pd] atomic ratios the absorption of hydrogen might be endothermic (cf. Fig. 2). In this
connection, we recall that the co-deposition is accompanied by high [D]/[Pd] atomic ratios[7].

4.0 Interpretation of the Q(t) vs ∫ ௱௧ݐ௖݀ܧܫ
curve

Equation (1), as written, represents the enthalpy balance for the case where the only reaction is
the deuterium evolution. Thus, it applies for “massive” electrodes where the enthalpy of the

evolved deuterium can be recovered by the recombination reaction, Dଶ +
ଵ

ଶ
Oଶ → DଶO. In the

case of electrodes prepared by the co-deposition technique, Eq. (1) applies only after the
completion of Pd/D co-deposition. In the present case, Eq. (1) must be modified to reflect the
existing situation. During Pd/D co-deposition, a part of the electrochemically generated
deuterium is absorbed, i2.1, and part, i2.2, appears as evolving gas. In the balance equation, the
first is connected with the presence of heat source/sink while only the second can be recovered

by the recombination reaction. Consequently, the term ∫ −௖ܧ]ܫ ௱௧ݐ௧௛]௖݀ܧ
should read ∫ ௖−௱௧ܧܫൣ

ଶ݅,ଶܧ௧௛൧݀ soݐ that the Q(t) term is evaluated by plotting 0.239 ௣ܿ݉ − ∫ −௖ܧܫൣ ଶ݅,ଶܧ௧௛൧݀ ݐ
௱௧

vs

∫ ௱௧ݐ௖݀ܧܫ
.
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4.1 The shapes of the Q(t) vs ∫ ௱௧ݐ௖݀ܧܫ
curve

The points of the Q(t) vs ∫ ௱௧ݐ௖݀ܧܫ
curve (the dotted line, Fig. 3) were calculated under the

assumption of complete depletion of the Pd2+ ions. But, at the beginning of the co-deposition
there is practically no gas evolution so that the calculated values are less than those shown in Fig.
3. In particular, for a constant cell current, the corrected values are ௖௢௥௥(ݐ)ܳ = 1)(ݐ)ܳ −

௖)ିଵܧ/௧௛ܧ curve in Fig. 3.

We consider two cases, viz. (i) the shape in the absence of the F-P effect and (ii) in its presence.

(i) in the absence of the F-P effect, for a constant cell current, the negative Q(t) increases at a rate
proportional to the volume of the Pd/D film as well as the concentration of the Pd2+ ions in
solution. Thus, with the passage of time, the rate becomes less and approaches asymptotically
zero, ie the Q(t) curve approaches a constant value.

(ii) The shape of both, the experimental and the corrected Q(t) vs ∫ ௱௧ݐ௖݀ܧܫ
represents a sum of,

at least, two terms, q1(t) and q2(t), the first denoting the endothermic absorption (acting as a sink)
and the second the exothermic F-P effect (acting as a heat source). Initially, the increase in the
Q(t) suggests that the principal process is the endothermic absorption. The development of the
shallow minimum means that shortly after the initiation of the current flow, a positive term
(excess enthalpy production. the F-P effect) became active. At first, its contribution was small.
However, with the passage of time, it appears that the rates of both processes were in constant,
ratio. With the further passage of time, the exothermic F-P effect became dominant.

4.2 Supporting evidence

Supporting evidence corroborating the occurrence of processes that results in the observed
behavior is provided by (i) the infrared imaging of the electrode surface and (ii) the voltage
spikes seen when the substrate, upon which the co-deposition takes place, is made of a pressure
sensitive material (piezoelectric).

(i) The infrared imaging of the electrode surface showed that, the co-deposition is accompanied
by the formation of hot spots[8]. An example is shown in Fig. 4. The presence of hot spots not
only supports the existence of the F-P effect but characterizes it as having the form of localized,
short duration and high intensity heat sources.

(ii) Natural consequence of discrete heat sources is the distortion of the crystal lattice creating
propagating stresses. An immediate consequence of high intensity discrete heat sources is the
possibility that response would be similar to that caused by “mini-explosions”. The accompanied
mechanical distortion can be displayed by co-depositing the Pd/D films onto pressure sensitive
substrate, eg piezoelectric ceramic material[9]. To eliminate external factors that might interfere
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with the interpretation of the sensor’s response, the electrochemical cell was shielded (Faraday
cage) and the whole assembly was placed on a shock absorbing material.

In general, there are two types of forces that interact with the piezoelectric material, viz. those
that cause the contraction of the piezoelectric material and those that result in its expansion. An
example of the first kind is the pressure change due to eg appearance of a localized heat source
within the Pd/D film; that of the second kind – due to arrival of the temperature front.

A single isolated event of a “mini-explosion” is shown in Fig 5a where the voltage spike in the
negative direction corresponds to a pressure pulse while that in the positive direction indicates an
arrival of the temperature front. Singular events are seen in the early periods of the co-
deposition. Often a singular event is followed by a voltage-time behavior which is consistent
with the occurrence of a burst of events (Fig. 5a). An expanded trace of such burst is shown in
Fig. 5b. It is noteworthy that such activities were observed at current densities as low as 40 mA
cm-2. The frequency of bursts and their intensity increased with an increase in cell current and
cell temperature. It is noteworthy that at temperatures close to the boiling point, thermal
activities are very intense.

5.0 Concluding remarks

To reiterate:

1. The Pd/D co-deposition system provides an interesting variant of the original methodology
employed by Fleischmann and Pons. Its characteristic feature: high rates of excess enthalpy
generation.

2. Calorimetric measurements support, in a qualitative way, the transition from exothermic to
endothermic absorption of deuterium at high [D]/[Pd] atomic ratios.
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Figure captions

Fig. 1 Light lines – Potential-pH equilibrium diagram for the Pd/H2O system at 25°C.
(a): 2H2O → O2 + 4H(b): H2 → 2H+ + 2e–

(1): Pd → Pd2+ + 2e–

(2): Pd + 2H2O → PdO2 + 2H+ + 2e–

(3): Pd + H2O → PdO + 2H+ + 2e–

(4): Pd2+ + H2O → PdO + 2H+

(5): Pd + H → Pd/H 

Heavy lines – The potential/current relation for cathodic reactions; i1 for Pd2+ reduction, i2 for D2

evolution: effective co-deposition at overpotential η1 < η < η2.

Fig. 2 The relative partial molar enthalpy of hydrogen in palladium as a function of [D]/[Pd]
atomic ratio. Notes: Data from ref. [2]; Assumption Pd/D systems exhibits the same dependence.

Fig. 3 The shape of the =](ݐ)ܳ (ݐ)ଵݍ + [(ݐ)ଶݍ vs ∫ ௱௧ݐ௖݀ܧܫ
curve curves.

Initial period (ݐ)ଶݍ− = 0; period A – B – q1(t) approx equal q2(t) period B – C – (ݐ)ଶݍ− > −ݍ

.(ݐ)1 Curve a corrected Q(t) vs ∫ ௱௧ݐ௖݀ܧܫ

Fig. 4 Hot spots (localized heat sources) by IR imaging

Fig. 5 Response of piezoelectric sensor to arriving pressure and temperature fronts. Fig. 5a an
isolated event; Fig. 5b – expanded series of events.
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Dr. Boss
One review of this paper has finally been obtained, unfortunately it is
quite negative. The reviewer questions the quality of the experimental work
and comments on the inadequacy of the literature review. Based on this
review I have decided to reject the paper. Because only hard copy is
available, I will mail the review to you. Thank you for submitting your
work to Thermochimica Acta.
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Referee comments (retyped from original). 

This is a review for the paper LDH791, "Thermal Behavior of the Pd/D Sys­
tem: Transition from Exothermic to Endothermic Absorption", by Szpak, and 
Mosier-Boss. This is a "cold fusion" paper with many of their characteristics, 
e. g.,cvery reference except of the general ref. 3, is to another "cold fusion" 
paper. 

There is the statement on line 2 of the abstract "Calorimetric measurements 
indicate that ... ", i. e., their results are all based on calorimetric measurements 
but there is little, if any, description of a calorimeter and the experimental 
details of the calorimetric measurements arc not given. 

There is no mention of the temperature of their experiments. The abscissa in 
Figure 1 are not labelled. 

Figure 2 gives a plot of the relative partial molar enthalpy (it is not specified 
wheteher this is per mol D or D2) against H/Pd, presumably the authors mean 
D/Pd. This plot is attributed to reference [2J, M. Fleischmann, s. Pons, .. To my 
knowledge, Fleischmann and Pons never made such measurements, at least in a 
non-electrochemical calorimeter. The authors should give the original reference 
for the source of this data. In any casc, these data are erroneous at moderate 
temperatures because there is a two-phase plateau region from about D/Pd = 

0.02 to 0.60 at 298 K where the enthalpy is an integral value not a relative partial 
molar value. This integral value ie equal to -17.3 kJ /mol D for absorption across 
the two phase region. The authors should refer to Sakamoto, et aI., J. Phys.: 

Condens. Matter, 8 ( 1996) 3229 where data are obtained up to D/Pd = 0.85. 

The fact that according to their Fighure 2 (which may be OK for D contents 
outside the two phase region, e.g., above D/Pd = 0.6), the relative partial molar 
enthalpy may become endothermic for D2 solution at high D contents, docs not 
mean that co-deposition of D+ and Pd+2 will be endothermic. If the partial 
molar value is endothermic at a certain D/Pd value, does not mean that an 
integral value will be endothermic. When D enters the Pd, the heat will be an 

integral heat, J; tlHDdr where r = (D/Pd) and b is some high value where the 
molar value is endothermic. However most of the tlll D values in the integral 
will be exothermic and the integral will be exothermic znd the integral heat will 
be also exothermic. (The authors should consider the sign of the area under the 
curve in their Figure 2 from (D/Pd) = 0 to 1.0). 

In my opinion, this paper should be rejected and not because it deals with "cold 
fusion", but because the experiments are poorly described, there is inadequate 
references to the literature and the calorimetric aspects are confused. 
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San Diego, 12 July 2004

We have no interest in challenging your decision concerning our recent paper "Thermal
behavior .. etc". However, we must bring to your attention that the reviewer comments are both
factually incorrect and irrelevant. Also, it might be of interest to you why we have submitted this
paper to your journal. The preparation of this paper was prompted by the suggestion of Prof.
Craig (at that time chief editor of Thermochimica Acta.) following the acceptance of our earlier
paper that future contributions from our laboratory would be welcome.

Contrary to the view expressed by the reviewer, this is not a "cold fusion" paper. It deals with the
thermal behavior of a polarized Pd/D-D2O system and, in particular, it presents some unique
features, not previously described. In retrospect, perhaps the more descriptive title would be
"...selected features" rather than "...transition...".

We do not know what guidelines and/or instructions are given to reviewers. However, we expect
the review to be unbiased, factual and, above all, relevant to the content of the submitted
communication. With this in mind, we cite the closing sentence of the review. It reads: In my

opinion, this paper should be rejected and not because it deals with "cold fusion "but because

the experiments are poorly described, there is inadequate references to the literature and the

calorimetric aspects are confused. To take it apart: (i) Was the statement .. not because it deals

with cold fusion necessary? One would expect an unbiased review as a matter of principle; (ii) ..
experiments poorly described. It is too general to respond. (iii) . .. inadequate references. In the
first paragraph, we wrote references can be found in Proceedings of... etc.; (iv) ... calorimetric

aspects are confused. The analysis of data presented in Fig. 3 is based on the premise that the
Second Law of thermodynamics cannot be violated. This alone should remove any confusion.

In addition:

(i) We agree with the reviewer, cell calorimetry is not described in detail. Details can be found in
reference [6] (Fusion Technology, 36, 234 (1999)

(ii) Factually incorrect, the pH-axis (abscissa) in Fig. 1 is labeled.

(iii) Figure 2 is redrawn from Fleischmann and Pons paper. We emphasize that, for the purpose
of this paper, only the trend was important and that, by extrapolation, the change from
exothermic to endothermic absorption should occur at D/Pd = 0.85.
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(iv) The reviewer devoted a whole paragraph to explain the meaning of the definitive integral.
His discussion is logical and totally irrelevant. The electrochemistry of the Pd/D co-deposition is
discussed in reference [7 and references therein] (J. Electroanal. Chem., 379, 121 (1994) where
we have shown that the D/Pd atomic ratio approaching and exceeding unity is obtained within
seconds. Consequently, there is no two-phase region associated with the co-deposition process.

In closing, it appears to us that the reviewer did not read the relevant material prior to
commenting on the content of our paper. In this communication we described, what we believe
to be an interesting behavior thus far not reported. What surprises us is the fact that you have
rejected this paper on the basis of one reviewer's advice which, as we have shown, represents an
uninformed opinion.

Dr P. A Boss

Dr S. Szpak
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Nuclear reactions in the Pd lattice.

S. Szpak, P.A. Mosier-Boss, C. Young, J. Dea, F.E. Gordon
SPAWAR Systems Center San Diego

This note describes an experimental procedure that initiates and promotes the occurrence of low
energy nuclear reactions. Briefly, this procedure involves the placing of an operating
electrochemical cell, (Pd/D//D2O, Li+, Cl-//Pt), in a stationary electrostatic field, followed by
scanning electron microscopy (SEM) examination using an instrument equipped with an energy
dispersive x-ray analysis system.

The SEM photograph of the Pd/D electrode prepared by the reduction of Pd2+ ions at current
densities that assure high [D]/[Pd] atomic ratios1, is shown in Fig. 1. If, upon completion of the
Pd deposition, the cell is placed into an external electrostatic field, then morphological changes
occur. The transition from the “cauliflower-like” morphology to other forms, such as the
formation of fractals, craters, dendrites, etc.2, is expected due to an interaction of an external
electric field with the cell components viz. the liquid dielectric (D2O) with extraneous charges
(Li+, Cl- ions)3 and the response of a solid to the action of surface forces.4 Among the various
structural forms we find morphologies with molten-like features, the development of which
requires high energy expenditure, Figs. 2 and 3.

The question that arises is: Are the structural changes due to the action of the external
electrostatic field alone, or is additional energy required to produce the distinct features shown in
Figs. 2 and 3. One such source is that of a nuclear origin, as proposed by Fleischmann et al.5, i.e.
by nuclear reactions that occur within the negatively polarized Pd/D-D2O system. If the
structures shown in Figs. 2 and 3 are the result of a nuclear event, then their chemical
composition should reflect it. Indeed, an analysis by the energy-dispersive x-ray method showed
elements not originally present. In particular, the analysis of the “boulder-like” form, Fig. 2,
shows the presence of Al, Fig. 2a, while the area adjacent to it, Fig. 2b, contains Pd only. In the
second example, Fig. 3, the “crater-like” form, we find Al in the center, Fig. 3a, and Al and Mg
on the periphery, Fig. 3b.

In conclusion we note the following characteristic features: (i) Events are highly localized (ii) In
addition to Al and Mg, other elements are produced e.g. Ca, Si, Zn and Pb (iii) Oxygen peak is
not associated with a nuclear reaction, rather it arises from reactions with components of the
electrolyte immediately after the cessation of cell current flow, i.e. when reducing conditions are
removed, (iv) The events described are reproducible in the sense that they are seen in every
experimental run. What is not reproducible, is their distribution which is spatially nonuniform
and the number of “new” elements found.

The occurrence of low energy nuclear reactions at room temperature is questioned on theoretical
grounds and is rejected by most theorists. But, as the noted Japanese theoretical physicist, H.
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Yukawa , stressed: “When new facts appear, the true theoretician should adapt his theories to
these facts, not the reverse.”6 Here, we presented the facts.

Experimental procedure in outline

(i) Cell – clear plastic, 2 cm × 2 cm × 5cm

(ii) Electrodes – negative: An Au foil, 1.5 cm in length, 0.5 cm wide; positive: a Pt screen

(iii) Electrolyte – 20 mL of 0.03 M PdCl2 + 0.3 M LiCl in D2O

(iv) Operating conditions – Cell current at 1.5 mA (at cd 1 mA-2) for the first 24 hours; current
increased to 3.0 mA for the period necessary to reduce all Pd2+ ions. Cell current increased to ca

30 – 50 mA (visible gas evolution) for 2 – 3 hours followed by the placement of the cell in an
external electrostatic field in the manner that the Pd/D electrode will be parallel to the potential
gradient of 2500 – 3000 Vcm-1 for the next 24 – 72 hours.

1. Szpak, S., Mosier-Boss, P.A. & Smith J.J., J. Electroanal. Chem., 379, 121-127 (1994)
2. Szpak, S., Mosier-Boss, P.A., Young, C., J. Electroanal. Chem., submitted
3. Landau, L. D., and Lifshitz, E. M., Electrodynamics of Continuous Media, Pergamon

Press, Oxford-London-New York-Paris, 1960
4. Sommerfeld, A., Lectures on theoretical physics, Vol. II Academic Press, Inc., New York

1952
5. Fleischmann, M., Pons, S., Anderson, M. W, Li., L.J. & Hawkins, M., J. Electroanal.

Chem., 287 293 (1990)
6. Vigier, J.P., “New hydrogen energies in special he structured dense media: capillary

chemistry and capillary fusion” in Frontiers of cold fusion, H. Ikegami, ed., Universal
Academy Press Inc., Tokyo 1993
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[57] 	 ABSTRACT 

An electrochemical cell comprises a container; an electro-
lyte held within the container, a first electrode positioned in 
the electrolyte; and a second electrode having a beryllium 
compound coating. The second electrode is positioned in the 
electrolyte and generally centered within the first electrode. 
The second electrode is made of a material selected from the 
group that includes palladium, AB2  alloys, and AB, alloys, 
where A represents magnesium, zirconium, and lanthanum, 
and B represents vanadium, chromium, manganese, or 
nickel. The beryllium compound coating is formed by 
charging the second electrode in the presence of a beryllium 
salt. 

10 Claims, 2 Drawing Sheets 
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1 2 
ELECTROCHEMICAL CELL HAVING A 

BERYLLIUM COMPOUND COATED 
ELECTRODE 

BACKGROUND OF THE INVENTION 

The present invention generally relates to the field of 
electrochemistry, and more particularly, to an electrochemi-
cal cell having a metal hydride electrode. 

Metal hydride systems show a great deal of promise as 
electrical energy storage devices due to their high theoretical 
energy and power densities, rechargeability, and potential 
broad range applications. Although the first intermetallic 
hydride was developed thirty years ago and despite con-
struction of the first prototype metal hydrogen electrode 
twenty years ago, metal hydrogen electrodes still experience 
many shortcomings. These include high cost of alloys, poor 
hydrogen storage capabilities, difficult activation, 
pyrophoricity, problems of impurities, thermodynamic 
instabilities, embrittlement, and corrosion in alkaline media. 

There are two classes of metal hydride alloys employed as 
negative electrodes. They are the AB2  and ABS  (LaNi,) 
alloys, where A may be represent magnesium, zirconium, 
and lanthanum, and B may be substituted by nickel, 
vanadium, chromium, or manganese. Both classes of alloys 
include many additional metal components which improve 
performance, life, and self-discharge. The rate at which AB2  
or ABS  alloys can absorb hydrogen generated electrochemi-
cally and the degree of loading is greatly influenced by the 
interphase region formed when an electrode is exposed to an 
electrolyte. In the simplest case, the interphase region takes 
the form of the electrical double layer. In the more complex 
cases and, in particular, during the charge transfer reaction, 
it consists of layers, each associated with a participating 
elementary process. In this representation, the interphase 
region is an open system in which a number of consecutive 
processes takes place, of which the slowest one determines 
the rate. These processes include transport of the reactants 
from the bulk to the electrode surface by diffusion, adsorp-
tion on the electrode surface, charge transfer, desorption of 
the reaction products, followed by transport of the reaction 
products away from the electrode surface. In a discharging 
battery, these same processes occur; however, in a battery 
the electrons ultimately flow into an external circuit where 
the electrical work is delivered. In the negative electrode, the 
relevant processes during charge/discharge of a metal 
hydride battery occurs in a multi phase environment—gas, 
liquid, and solid. 

The central role of the interphase in transport of electro-
chemically generated hydrogen into the electrode interior 
has been discussed recently and the non-autonomous char-
acter of the interphase was stressed. It was shown that the 
interphase is an active element and that its properties are 
determined by those of the contacting phases, i.e., the 
electrode interior as well as the electrolyte. The interphase 
region may be affected in the course of battery operation, 
especially as a result of cycling. During charging/ 
discharging operational modes, the electrode matrix expands 
and contracts. With cycling, this mechanical stress results in 
embrittlement and consequent loss of performance by the 
electrochemical cell. 

Therefore, a need exists for an additive which would 1) 
control both electrodic reactions and transport properties; 2) 
allow high degrees of H/M loading, and 3) reduce the effects 
of mechanical stress during cycling to provide increased life 
of batteries and/or fuel cells. 

SUMMARY OF THE INVENTION 

The present invention provides an electrochemical cell 
which comprises a container, an electrolyte held within the 

container, a first electrode positioned in the electrolyte; and 
a second electrode having a beryllium compound coating. 
The second electrode is positioned in the electrolyte and 
generally centered within the first electrode. The second 

5 electrode preferably is made of a material selected from the 
group that includes palladium, AB2  alloys, and ABS  alloys. 
The beryllium compound coating is believed to prevent or at 
least greatly diminish embrittlement of the second electrode 
that would otherwise occur during charging and discharge 

10 cycling of the electrochemical cell. The beryllium com-
pound coating may be formed by charging the second 
electrode in the presence of a beryllium salt. 

Another aspect of the invention is directed to an electrode 
comprising a substrate and a beryllium compound coating 

is  formed on the substrate. The substrate preferably is made of 
a material selected from the group that includes palladium, 
AB2  alloys, and ABS  alloys. The electrode is formed by 
employing the electrode as a cathode in an electrolyte 
solution containing a water soluble beryllium salt. The 

20  beryllium salt disassociates which frees a beryllium cation, 
Be", which migrates to and is deposited on the electrode. 

The beryllium compound coating on the electrode 
increases the hydrogen storage capacities of the electrode, as 

25 well as its discharge/charging cycling lifetime. In general, 
any water soluble beryllium salt can be used as a source of 
beryllium, which is simply added to a suitable electrolyte. 

BRIEF DESCRIPTION OF THE DRAWINGS 
30 

FIG. 1 shows an electrochemical cell embodying various 
features of the present invention. 

FIG. 2 is a perspective, end-on view of the cathode used 
in the electrochemical cell of FIG. 1 showing the beryllium 

35  coating. 

FIG. 3 shows an electrochemical cell which may be used 
for manufacturing a cathode having a beryllium compound 
coating. 

40 	Throughout the several view, like elements are referenced 
using like references. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

45 

Referring to FIG. 1, there is shown an electrochemical 
cell 10 which comprises a container 12, an electrolyte 14, a 
first electrode, or anode 16 positioned in the electrolyte 14, 
and a second electrode, or cathode 18 which includes, as 

50 shown in FIG. 2, a substrate on which is formed a beryllium 
compound coating 20. The first and second electrodes 16 
and 18, respectively are immersed in the electrolyte 14. The 
second electrode 18 is generally centered within the first 
electrode 16, shown by way of example to be configured as 

55 a helix. However, it is to be understood that the first 
electrode 16 may be configured into other three dimensional 
shapes as long as they assure uniform current distribution. 
The second electrode 18 preferably is made of a material 
selected from the group that includes palladium, and metal 

60 hydride alloys such as AB2  alloys, and ABS  alloys. The first 
electrode may be made of platinum or any other electrically 
conductive material which does not corrode in the electro-
lyte 14. The second electrode 18 is preferably centered 
within the first electrode 16 so that there is uniform current 

65 density between the electrodes 16 and 18 both during 
recharging and discharging operational modes of the elec-
trochemical cell 10. 
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3 4 
An example of the manufacture of electrode 18 is 

described with reference to FIG. 3. An electrochemical cell 
50 was created that includes a container, cathode 52, plati-
num anode 54, and electrolyte 56 in which the cathode 52 
and anode 54 are immersed. Palladium (Pd) foil served as 
the cathode 52 and was charged for about 8 hours with 
hydrogen or its isotopes from electrolyte 56 consisting 
essentially of 0.3 M Li2SO4  to which 100 ppm of beryllium 
sulfate (BeSO4) was added. Another suitable water soluble 
beryllium salt is beryllium chloride (BeC12). An electrical 
power source 55, such as a potentiostat, was used to charge 
cathode 52 potentiostatically with respect to a reference 
electrode 58 made of Ag/AgC1 which also was immersed in 
the electrolyte 56. The beryllium salt dissolved in the 
electrolyte 56 provides Be+2  ions. Electrical current flow 
between the cathode 52 and anode 54 varied between 
—10/cm2  mA to —1 A/cm2. When the charging was 
terminated, the Pd electrode 52 had a reddish-brown beryl-
lium compound coating 60 having a thickness estimated to 
be few microns formed on the surface of cathode 52. The 
coating 60 is believed to have been an insoluble beryllium 
compound. The beryllium compound coating 60 then was 
scraped away, to reveal that the Pd cathode 52 had a pristine 
appearance. An important advantage of the invention is that 
the Pd cathode 52 was not black or brittle as observed in 
experiments which did not have beryllium added to the 
electrolyte. Although the electrolyte 56 contained 100 ppm 
of beryllium sulfate, it is to be understood that the invention 
may be practiced with either lesser or greater concentrations 
of beryllium in an electrolytic solution, so long as there is 
enough beryllium to coat the electrode of interest. By way 
of example, the voltage difference, VD, between the cathode 
52 and the anode, or counter electrode 54 was in the range 
of about —2.5 V to —2.0 V. 

The hydrogen sorption of metal hydrides depends, in part, 
upon its metallurgy. During charging/discharging cycles of 
a metal hydride electrode, the lattice of the electrode 
expands and contracts. The resultant mechanical stresses 
caused by the charging/discharging cycles to which the 
electrode is subjected result in the formation of micro cracks 
of the electrode, usually along grain boundaries and metal-
lurgical defects. Such micro cracks are believed to provide 
an escape route for sorbed hydrogen out of the lattice of the 
metal comprising the electrode. As a result, both hydrogen 
storage capacity of the electrode cycle lifetime are greatly 
reduced. 

Electrode 18 may also be manufactured of particles of 
AB2  or ABS  alloys which are coated with palladium. The 
palladium coating may be applied by electroless plating, or 
by barrel plating at low current densities from a solution 
which may contain 0.1 to 1 M Pd(NH3)4C12  salt. The coated 
particles then are pressure sintered to provide a rigid, porous 
structure having voids that expose a large surface area of the 
electrode on which the beryllium coating then may be 
formed. The particles may range in size from submicron to 
several microns, depending on the requirements of a par-
ticular application. An electrode 18 formed by the tech-
niques described above has a higher density of hydrogen 
absorbing material and, therefore provides higher hydrogen 
content to an electrochemical cell compared to a cell which 
includes an electrode formed with an electrically conductive 
binding material. A pressure sintered electrode 18 offers 
flexibility in design because of porosity control, i.e., it may 
be used in low discharge rate applications, high discharge 
rate applications, or applications that require a broad range 
of discharge rates. 

Obviously, many modifications and variations of the 
present invention are possible in light of the above teach- 

ings. For example, other effective additives to the electrolyte 
are magnesium salt or thiourea could be used in place of 
beryllium. It is therefore to be understood that within the 
scope of the appended claims, the invention may be prac- 

5 tired otherwise than as specifically described. 
We claim: 
1. An electrochemical cell, comprising: 
a container; 
an electrolyte in said container; 
a first electrode positioned in said electrolyte; and 
a second electrode having a beryllium compound coating 

positioned in said electrolyte. 
2. The electrochemical cell of claim 1 wherein said 

5 
second electrode is made of a material selected from the 
group that includes palladium, AB2  alloys, and ABS  alloys, 
where A represents magnesium, zirconium, and lanthanum, 
and B represents vanadium, chromium, manganese, or 
nickel. 

3. The electrochemical cell of claim 1 wherein said 
second electrode is generally centered within said first 
electrode. 

4. A method for manufacturing an electrochemical cell, 
comprising the steps of: 

25 	fabricating an electrochemical cell which includes: 
a container; 
an electrolyte solution which includes a water soluble 

beryllium salt contained in said container; 
a first electrode positioned in said electrolyte; and 

30 	a second electrode positioned in said electrolyte; 
charging said second electrode to form a beryllium com-

pound coating on said second electrode. 
5. The method of claim 4 wherein said second electrode 

is made of a material selected from the group that includes 
35 palladium, AB2  alloys, and ABS  alloys, where B represents 

vanadium, chromium, manganese, or nickel. 
6. The method of claim 4 wherein said second electrode 

is generally centered within said first electrode. 
7. The electrochemical cell of claim 4 wherein said 

40 beryllium salt is selected from the group that includes 
beryllium sulfate and beryllium chloride. 

8. An electrode, comprising: 
a substrate made of a material selected from the group that 

includes palladium, AB2  alloys, and ABS  alloys, where 
45 	A represents magnesium, zirconium, and lanthanum, 

and B represents vanadium, chromium, manganese, or 
nickel; and 

a beryllium compound coating formed on said substrate. 
9. An electrochemical cell, comprising: 

50 	a first container; 
a first electrolyte contained in said first container; 
a first electrode positioned in sad first electrolyte; and 
a second electrode positioned in said first electrolyte, 

55 	where said second electrode is made of a material 
selected from the group that includes palladium, AB2  
alloys, and ABS  alloys, B represents vanadium, 
chromium, manganese, or nickel, and said second 
electrode has a beryllium compound coating; and said 

60 	second electrode is manufactured by contacting said 
second electrode and a third electrolyte to a second 
electrolyte solution which includes a beryllium salt and 
charging said second electrode to form said beryllium 
compound coating on said second electrode. 

65 	10. An electrochemical cell, comprising: 
a first container; 
a first electrolyte contained in said first container; 

1 

2 
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6 5 
second electrode is manufactured by contacting said 
second electrode and a third electrolyte to a second 
electrolyte solution which includes a material selected 
from the group consisting essentially of magnesium salt 

5 	and thiourea, and charging said second electrode. 

a first electrode positioned in said first electrolyte; and 

a second electrode positioned in said first electrolyte, 
where said second electrode is made of a material 
selected from the group that includes palladium, AB2  
alloys, and AB, alloys, B represents vanadium, 
chromium, manganese, or nickel, and said second 
electrode has a beryllium compound coating; and said 
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Chapter III: Contributions from Naval Research Laboratory and the Department of
Chemistry, University of La Verne.

The recent works of Dr Melvin H. Miles, formerly at the Naval Weapon Center, China
Lake, currently at the University of La Verne, La Verne, CA 91750 and Dr Scott R.
Chubb of the Naval Research Laboratory, Washington, DC are included in this chapter.

Dr. Miles' research into the Fleischmann-Pons effect is well known. Over the years, since
the announcement on the 23rd March of 1989, he published a number of papers dealing
primarily with excess enthalpy production. He was the first to establish proportionality
between excess enthalpy production and He4 content in the evolving gases generated by
the electrolysis of heavy water. His second, very important contribution was, to employ
PdB alloys as the electrode material to enhance the rate of excess enthalpy generation and
to improve the reproducibility of massive electrodes.

Theoretical aspects of the unusual behavior of the polarized Pd/D-D2O system are the
subject examined theoretically by Dr Chubb. Dr Scott R Chubb, a noted theoretical
physicist. His numerous publications have contributed much to our understanding of
events occurring in solids. His recent work, “Semi-classical conduction of charged and
neutral particles in finite lattices,” is included in this report.

III.1 Correlation of Excess Enthalpy and Helium-4 Production: A Review, M. H. Miles

III.2 Precision and Accuracy of Cold Fusion Calorimetry, M.H. Miles and M.
Fleischmann

III.3 Palladium-Boron Alloys and Methods for Making and Using Such Alloys, M. H.
Miles and M. Ashraf Imam

III.4 Semi-Classical Conduction of Charged and Neutral Particles in Finite Lattices,
Scott R. Chubb
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CORRELATION OF EXCESS ENTHALPY AND HELIUM-4
PRODUCTION: A REVIEW

M.H. MILES
Department of Chemistry, University of La Verne

La Verne, CA 91750, USA
E-Mail: mmiles@ulv.edu or melmiles1@juno.com

Three different sets of experiments conducted in the Navy Laboratory (NAWCWD) at China
Lake, California (1990-1994) clearly established that helium-4 is the main fusion product in the
Pd/D2O+LiOD electrolysis system. A correlation between excess enthalpy and excess helium-4
was measured in 18 out of 21 experiments. The observation of no excess enthalpy was correlated
with no excess helium in 12 out of 12 experiments. Thus 30 out of 33 experiments agree with the
hypothesis that the excess enthalpy produced in cold fusion studies is correlated with helium-4
production: D + D  4He + 23.8 MeV. Furthermore, the measured rate of helium-4 production
was always in the appropriate range of 1010 to 1012 atoms per second per watt of excess power.

1. Introduction

At the beginning of the cold fusion controversy in 1989, critics rightfully demanded
evidence of nuclear products to confirm any fusion reactions. Because of the unusual
rush to judgment of this new field as well as the early introduction of ridicule, cold
fusion was quickly labeled as error, incompetence and fraud.1 Therefore, experimental
results obtained in 1990 or later are largely ignored by the scientific community.
Furthermore, the scientists who have continued with cold fusion research are labeled as
“believers” and compared with the followers of religion.2

The China Lake experiments funded by the Office of Naval Research (ONR) were
the first that clearly established that helium-4 is the main fusion product in palladium-
heavy water electrolysis systems. Many other laboratories have now reported evidence
of helium-4 in cold fusion experiments. Should these important experimental results be
ignored simply because they were obtained in 1990 and later rather than in 1989? The
purpose of this review is to present a summary of the evidence for helium-4 production
that was obtained in three separate sets of Navy experiments conducted in the time
period of 1990 to 1994.

2. First set of 15 Experiments (1990-1991)

The first set of 15 experiments conducted at China Lake (1990-1991) used glass flasks
(500 mL) to collect samples of the electrolysis gases.3 The entire system was self-
flushing because of the continuous evolution of deuterium and oxygen gases.
Furthermore, the gas collection system was always under positive pressure via the
evolution of the effluent gases through an oil bubbler.3,4 Experimental details of the
electrochemical cell and calorimetry as well as the day-by-day excess enthalpy
measurements are presented elsewhere.3,4 The electrolysis gas samples collected in 500
mL glass flasks were sent to the University of Texas for helium analysis.5 The excess
power (PEX) and helium-4 measurements for the ten Pd/D2O+LiOD electrolysis samples
are presented in Table 1.
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Table 1. Excess power and helium measurements for Pd/D2O + 0.2M LiOD experiments (1990).

Sample PEX Pout/Pin
4He 4He/sW

(Date) (W) (X) (Atoms/500
mL)

12/14/90-A 0.52a 1.20a 1015 1012

10/21/90-B 0.46 1.27 1015 1012

12/17/90-A 0.40b 1.19b 1014 1011

11/25/90-B 0.36 1.15 1015 1012

12/17/90-B 0.29b 1.11b <1013 <1010

11/20/90-A 0.24 1.10 1014 1011

11/27/90-A 0.22 1.09 1015 1012

10/30/90-B 0.17 1.12 1013 1010

10/30/90-A 0.14 1.08 1013 1010

10/17/90-B 0.07 1.03 <1013 <1010

a i=250 mA/cm2. All other experiments used i=200 mA/cm2 (500 A).
b Possible calorimetric error due to low D2O solution level. This error was

more serious for the 12/17/90-B sample and likely caused the excess power
measurement to be too large.

The helium-4 measurements at the University of Texas consisted of mass
spectrometry observations of either no peaks or small, medium, and large helium-4
peaks.5 There were no control samples of known helium concentrations in D2 +O2

mixtures for comparison. Initially, a detection limit of 8x1011 atoms of helium-4 was
estimated5, but the actual detection limits were expected to be higher.4 In retrospect, this
initial detection limit exceeds the sensitivity of the best commercial laboratory that was
later used for the detection of helium-4 (1.0x1012 atoms or 0.10 ppb). Additional
experiments using metal flasks showed that the mean background helium concentration
in our system was 4.40.6 ppb or 5.10.7x1013 4He atoms/500 mL.6,7 Therefore, in
Table 1, the small, medium, and large helium-4 peaks are assigned values of 1013, 1014,

and 1015 helium-4 atoms per 500 mL above background levels.7 This assignment yields
helium-4 production rates of 1010 to 1012 4He s-1W-1. The first sample (10/17/90-B) was
taken early in the experiment before the excess enthalpy effect developed4, thus this
sample acts as a control. When excess enthalpy was measured, 8 out of 9 samples
showed excess helium-4. The one exception (12/17/90-B) could possibly be explained
as a calorimetric error due to the unusually low level of D2O in this cell.7

The diffusion of atmospheric helium into the 500 mL glass flasks must be
considered in this first set of experiments. Based on the measured surface area and
thickness of these Pyrex flasks, the theoretical rate of atmospheric helium diffusing into
the flasks is 2.6x1012 atoms/day.6 Actual experimental measurements by two different
commercial laboratories yielded mean values of 3.2x1012 atoms/day for nitrogen-filled
flasks and 2.1x1012 atoms/day for flasks filled with D2+O2 electrolysis gases.6 Hydrogen
and deuterium gases also diffuse through glass, thus it is reasonable that the outward
diffusion of deuterium could somewhat slow the rate of the inward diffusion of
atmospheric helium, and this was observed experimentally.4 Based on the experimental
diffusion rate of 2.1x1012 atoms/day for glass flasks containing D2+O2, it would require
24 days for the diffusion of atmospheric helium into these flasks to equal the background
helium level (5.1x1013 atoms/500 mL) for our system. Therefore, the diffusion of
atmospheric helium into these glass sample flasks can be ruled out as an experimental
error source. This information was not available in our earlier publications.3- 5

Five additional control samples were generated using Pd/H2O+LiOH. No excess
enthalpy was measured calorimetrically at China Lake and no helium-4 was detected in
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any of these samples by the University of Texas.3,4 This provided additional evidence
that contamination by atmospheric helium could be ruled out. Including the first sample
(10/17/90-B, Table 1) from the Pd/D2O+LiOD study, there were a total of six samples
that showed no excess helium-4 when the calorimetry measured no excess enthalpy.

3. Second Set of 3 Experiments (1991-1992)

Most of our experiments in 1991 failed to generate any significant anomalous effects.
Late in that year, two experiments began to produce excess enthalpy. Glass flasks (500
mL) were again used to collect three electrolysis gas samples. However, these samples
were sent to Rockwell International in order to obtain more accurate helium-4
measurements (0.10 ppb). Furthermore, measurements of helium-4 for these samples
were continued over a period exceeding 100 days to provide for the accurate
determination of the rate of atmospheric helium diffusing into these glass flasks. The
results of this study are present in Fig. 1.

Figure 1. Measurements of helium-4 by Rockwell International for three glass flasks
filled with D2+O2 from Pd/D2O electrolysis involving excess enthalpy
production.

It was this same set of experiments that determined a mean rate of 2.1x1012

atoms/day for atmospheric helium diffusing into these flasks. The three glass flasks gave
individual values of 2.10x1012, 2.31x1012, and 1.82x1012 atoms/day (Figure 1). As
shown in Figure 1, the three lines are extrapolated to zero time to yield 1.34x1014,
1.05x1014 and 0.97x1014 4He atoms per 500 mL. These values are the concentrations of
helium-4 at the time when the samples were collected. Our system background level of
helium-4 (0.51x1014 atoms/500 mL) can now be subtracted to find the amount of helium-
4 produced per second per watt (W) of excess power. The experimental results as well
as the results of these calculations are given in Table 2. It is interesting to note in Table
2 that a Geiger-Mueller (GM) alpha-beta-gamma detector (Ludlum Model 44-7)
positioned near the electrochemical cells recorded an anomalous high count (27 )
during the time period when two of these samples were collected.6
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Table 2. Second set of experiments yielding excess power and helium production during
D2O electrolysis.

a Error range reported by Rockwell International was 0.01x1014 atoms/500
mL(1 ).

b Corrected for a background level of 5.1x1013 atoms/500 mL.
c I=525 mA. An anomalous GM count (27 ) was measured during this period.
d I=500 mA. The GM count rate was within the normal range.

It requires 4440 s to produce 500 mL of electrolysis gases (D2, O2) at 525 mA for
normal laboratory conditions (T=296 K, P=690 Torr) at China Lake.7 Therefore, the
calculation for the first sample (12/30/91-B) in Table 2 is given in Equation 1.

)100.0)(500/4440(
500/10)51.034.1( 14

WmLs
mLatomsHex = 1.9x1011 He atoms s-1W -1 (1)

This sample likely represents the most accurate combination of excess power and excess
helium measurements in these studies, and the result is close to the theoretical rate of
2.6x1011 4He s-1W-1 for the D+D  4He+23.8 MeV fusion reaction.6

A closer examination of Table 2 shows that the different amounts of helium-4
reported by Rockwell International are statistically very significant. The error in these
measurements of helium-4 was only 0.01x1014 atoms/500 mL (1 ), therefore the
difference between the highest (1.34x1014 atoms/500 mL) and the lowest (0.97x1014

atoms/500 mL) measurements (Table 2) is a 37 effect. Furthermore, the background
level of helium-4 in our system was later accurately measured as 0.510.06x1014

atoms/500mL.6,7 Therefore, the highest level of helium-4 measured in Table 2
(1.34x1014 atoms/500 mL) is statistically a 14 effect above the system background i.e.
(1.34-0.51)x1014/0.06x1014. Except perhaps for the cold fusion field, any measurements
that produce even a 5 effect are considered to be very significant by the scientific
community. During these experiments, neither Rockwell International nor the China
Lake laboratory knew results of both the excess power and helium measurement until
after this study was completed and all results were reported to a third party (J.J.
Lagowski of the University of Texas).6 Moreover, the background helium-4 level for
our system was not determined until several years later (see Table 3).

4. Third Set of 15 Experiments (1993-1994)

The final set of 15 China Lake experiments employed metal flasks to collect the
electrolysis gas samples.8,9 This eliminates the diffusion of any atmospheric helium into
the collected gas sample sent out for analysis. For these experiments, the helium
analysis was performed by the U.S. Bureau of Mines laboratory in Amarillo, Texas. A
major goal of these studies was to determine the background level of helium-4 in our
electrolysis system. Therefore, everything was arranged exactly as in the previous two
sets of experiments except that metal flasks were used in place of the glass flasks for the
collection of electrolysis gas samples. As in previous experiments, the palladium
material was in the form of cylindrical rods or wires unless stated otherwise.

Sample PEX Pout/P in
4Hea 4He/sWb

(Date) (W) (X) (Atoms/500 mL)

12/30/91-B
(Flask 5)

0.100c 1.08 1.34x1014 2x1011

12/30/91-A
(Flask 3)

0.050c 1.02 1.05x1014 2x1011

01/03/92-B
(Flask 4)

0.020d 1.01 0.97x1014 5x1011
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Table 3 presents the experimental results for six control experiments where no
excess power was measured at any time over the entire duration of the study.9 One
experiment used H2O+LiOH while the other five employed D2O+LiOD solutions.

Table 3. Helium measurement in control experiments using metal flasks. No excess
power was measured.

a Helium analysis by U.S. Bureau of Mines, Amarillo, Texas.
b D2O + LiOD (I=500 mA).
c H2O + LiOH (I=500 mA).
d D2O + LiOD (I=600 mA).

The experiments in Table 3 established that the mean background level of helium-4
in our system was 5.10.6x1013 atoms/500 mL (4.50.5 ppb). Theoretical calculations
show that this background helium-4 is due to the diffusion of atmospheric helium
through the thick rubber vacuum tubing (50 cm length) that was used to connect our
electrolysis cell to the metal collection flask.9,10 The diffusion of atmospheric helium
through the glass components of our electrolysis cell is theoretically much too small to
explain our measured background level of helium-4. The background level of helium
can be reduced to 01 ppb when metal lines are used to replace the rubber vacuum
tubing.11

Table 4 shows the results for similar experiments that produced excess power and
used metal flasks to collect the electrolysis gas samples.9 Details of the China Lake
calorimetry that was used during this period are presented elsewhere.12 The amount of
helium-4 measured is higher for each study than the amount found in any of the control
experiments.

Electrode Flask/Cell 4Hea 4He
(Dimensions) (Date) (ppb) (Atoms/500 mL)

Pdb

(4 mm x 1.6cm)
1/C

(2/24/93)
4.8 1.1 5.5x1013

Pd-Agb

(4 mm x 1.6 cm)
2/D

(2/24/93)
4.6 1.1 5.2x1013

Pdb

(4 mm x 1.6 cm)
3/C

(2/28/93)
4.9 1.1 5.6x1013

Pd-Agb

( 4mm x 1.6 cm)
4/D

(2/28/93)
3.41.1 3.9x1013

Pdc

(1 mm x 1.5 cm)
3/C

(7/7/93)
4.51.5 5.1x1013

Pdd

(4.1 mm x 1.9 cm)
3/D

3/30/94
4.6 1.4 5.2x1013

(Mean) (4.5 0.5) (5.1 0.6x1013)
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Table 4. Excess power and helium measurements for experiments using metal flasks.

Electrode
(Dimensions)

Flask/Cell
(Date)

Px

(W)

4Hea

(ppb)

4He
(Atoms/500

mL)

4He s/Wb

Pd Sheetc

(1.0 mm x 3.2 cm x 1.6 cm)
3/A
(5/21/93)

0.055 9.01.1 1.02x1014 1.6x1011

Pdc

(1 mm x 2.0 cm)
4/B
(5/21/93)

0.040 9.71.1 1.09x1014 2.5x1011

Pdc

(1 mm x 1.5 cm)
1/C
(5/30/93)

0.040 7.41.1 0.84x1014 1.4x1011

Pdc

(2 mm x 1.2 cm)
2/D
(5/30/93)

0.060 6.71.1 0.75x1014 7.0x1010

Pdd

(4 mm x 2.3 cm)
1/A
(7/7/93)

0.030 5.41.5 0.61x1014 7.5x1010

Pdd

(6.35 mm x 2.1 cm)
2/A
(9/13/94)

0.070 7.91.7 0.90x1014 1.2x1011

*Pd-Bd

(6 mm x 2.0 cm)
3/B
(9/13/94)

0.120 9.41.8 1.07x1014 1.0x1011

a Helium analysis by U.S. Bureau of Mines, Amarillo, Texas.
b Corrected for background helium level of 0.51x1014 atoms/500 mL.
c D2O + LiOD (I=400 mA).
d D2O + LiOD (I=500 mA).
* NRL material prepared by Dr. M.A. Imam.

The rate of helium-4 production shown in Table 4 ranges from 7.0x1010 to 2.5x1011

atoms s-1W-1. As found in the previous two sets of experiments, these results are again
reasonably close to the theoretical rate of 2.6x1011 4He s- 1W- 1 for the D+D fusion
reaction. One of the samples in Table 4 that produced excess enthalpy and correlated
helium-4 production was the novel Pd-B material made by Dr. Imam at the Naval
Research Laboratory (NRL).13 This material has produced excess enthalpy in nearly
every experiment, and extensive calorimetric measurements have been reported. 14-20

There were two measurements using metal flasks for collecting electrolysis gas
samples that produced excess power but showed no excess helium-4.9 Both
measurements involved a cell that used a Pd-Ce alloy cathode. These two measurements
recorded 0.17 and 0.30 W of excess power but only 4.61.4 and 4.71.3 ppb of helium-
4, respectively, in the electrolysis gas samples. If experimental error is ruled out, then it
may be speculated that either the Pd-Ce alloy involves a different fusion reaction or that
the helium atoms produced remained trapped in the Pd-Ce electrode.9

In summary, the final set of China Lake experiments employed metal flasks to
collect the electrolysis gas samples. When excess enthalpy was measured, 7 out of 9
samples registered excess helium-4 production (Table 4). When no excess heat was
present, all 6 samples showed no excess helium-4 (Table 3).

5. Discussion

The results of these three sets of experiments established that most of the helium-4
produced in the fusion reaction is released to the electrolysis gas stream. This suggests
that the D+D fusion reaction either occurs at or near the electrode surface or that the
heavily deuterided palladium somehow allows the helium-4 to readily escape from the
bulk material. Assuming that 2D + 2D  4He + 23.8 MeV is the fusion reaction and that
all of helium-4 produced escapes to the electrolysis gas stream, then the theoretical
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relationship between the excess power and the helium concentration in the gas sample
can be calculated. Results for these calculations are shown in Table 5 for a typical
electrolysis current of 500 mA.

Table 5. Theoretical relationship between excess power and the helium-4 concentration in the
electrolysis gases. The magnitude of experimental error is also presented.

a For I=500 mA assuming 2D + 2D 4He+23.8 MeV.
b For 1.0 ppb error.
c For 0.020 W error.
NOTE: N. Lewis (Cal Tech) and D. Albagli (MIT) reported gas-phase helium-4
detection limits of 1000 ppb (1 ppm).

The excess power measurements in the China Lake experiments ranged from 0.52 W
to 0.020 W (Tables 1, 2, 4). Larger excess power effects would be helpful, but the fact
that increasing the temperature increases the excess power (positive feedback) was not
known at the time of these experiments.14-21 Furthermore, the China Lake calorimetry
was not designed to operate at higher temperatures. Future studies of helium-4
production at higher temperatures are desirable that use the Fleischmann-Pons Dewar
calorimetry where the calorimetric error is less than 0.001 W.14,15,22 It should be noted
that two prominent studies in 1989 reported evidence against any helium-4 in the gas
phase while using a detection limit of 1000 ppb (Table 5). An excess power of nearly 10
W would be required before such instruments would detect any helium-4 production
(Table 5). Ten watts of excess power would drive many cold fusion calorimetric cells to
boiling.

Combining the three different sets of China Lake experiments (Tables 1, 2, 4) shows
a correlation between the measurements of excess enthalpy and excess helium-4 in 18
out of 21 experiments. The three exceptions are the two studies involving the Pd-Ce
alloy and an experiment with a possible calorimetric error due to an unusually low D2O
level (Table 1, sample 12/17/90-B). There were also twelve studies where no excess
enthalpy was measured by the calorimetry (Table 3 plus six control studies in the first set
of experiments). When no excess enthalpy was measured, 12 out of the 12 experiments
produced no excess helium-4. Thus 30 out of 33 experiments conducted in the Navy
laboratory at China Lake agree with the hypothesis that the excess enthalpy in cold
fusion experiments is correlated with helium-4 production. An exact statistical treatment
shows that the probability is only one in 750,000 that the China Lake set of heat and
helium measurements could be this well correlated due to random experimental errors.9

Furthermore, the rate of helium-4 production was always in the appropriate range of 1010

to 1012 atoms per second per watt of excess power for all three sets of experiments.
These results stand as solid evidence that the main process producing excess enthalpy in
the Pd/D2O+LiOD electrolysis system is D+D fusion with helium-4 as the major
product.

Many other research groups have now reported evidence of helium-4 production in
cold fusion experiments.1 These groups include Bockris et al23, Liaw et al24, and

Px

(W)

4Hea

(ppb)

4He
(Atoms/500

mL)

4He
Errorb

%

Calorimetric
Errorc %

0.020 2.2 2.55x1013 45 100

0.050 5.6 6.38x1013 18 40

0.100 11.2 1.28x1014 8.9 20

0.200 22.4 2.55x1014 4.5 10

0.500 56.0 6.38x1014 1.8 4

1.000 112.0 1.28x1015 0.89 2

10.000 1112.0 1.28x1016 0.089 0.2
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McKubre25. An important recent study in Italy suggests that the measurement of helium-
4 can even replace the calorimetry as the most accurate measurement of the excess
enthalpy.26

The D+D fusion reaction offers a solution to the world’s energy need and the
eventual shortage of oil and other chemical fuels. A simple calculation shows that there
are sufficient deuterium atoms (1043) in the oceans of the world to provide for the present
energy needs of the world’s population for more than one billion years.

6. Summary

The Navy experiments conducted in the laboratory at China Lake, California were the
first to clearly establish that helium-4 is the main fusion product in the Pd/D2O+LiOD
electrolysis system. The first set of experiments was conducted in 1990. Two additional
sets of Navy experiments verified the first study and provided convincing evidence that
the excess enthalpy in cold fusion experiments is correlated with the D+D  4He + 23.8
MeV fusion reaction. These results for helium-4 production have now been
substantiated by many other research groups.
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Introduction

The cold fusion controversy centers on the precision and accuracy of the calorimetric systems used to measure
excess enthalpy generation.1-3 For open, isoperibolic calorimetric systems, there is no true steady state during
D2O+LiOD electrolysis. Exact calorimetric measurements, therefore, require modeling by a differential
equation that accounts for all heat flow pathways into and out of the calorimetric systems.1-8 The improper use
and misunderstanding of this differential equation is a major source of confusion concerning cold fusion
calorimetric measurements.1,9-13

The precision and accuracy of isoperibolic cold fusion calorimetry can be assessed by means of experiments on
“blank systems” where no excess enthalpy generation due to cold fusion is expected. Therefore, a clean
platinum (not palladium) cathode was polarized in D2O+0.1M LiOD using platinum also as the anode. The
only excess enthalpy generation expected would be from the recombination of the evolved D2 and O2 gases.
Although the amount of recombination in cold fusion experiments has been a source of controversy,2,3 various
experimental studies have shown that the recombination effect is small at the large current densities used in cold
fusion experiment.2,3,9,14

Materials and Methods

Calorimetric Cell

Long and narrow calorimetric cell designs promote rapid radial mixing of the electrolyte by the electrolysis gas
evolution and minimize heat transfer through the top of the cell relative to the desired pathway through the cell
wall to the water bath.1,9 The use of Dewar cells makes the heat transfer pathway predominantly due to
radiation across the vacuum gap of the Dewar cell. Therefore, the heat transfer coefficient can be calculated
theoretically by the product of the Stefan-Boltzmann coefficient and the radiant surface area of the cell (109.7
cm2 in these experiments). Multiplying by the Stefan-Boltzman coefficient, 5.6703×10-12 Wcm-2K-4, yields a
theoretical heat transfer coefficient of 0.622×10-9 WK-4 for this cell. The Dewar cell used was approximately
2.5 cm in diameter (I.D.) and 22.0 cm in height with the upper 8.0 cm silvered to minimize the effect of the
electrolyte level.1,9

The platinum cathode used in these experiments was 0.1 cm in diameter and 2.0 cm in length (A=0.63 cm2).
The temperature of the thermostated water bath (approximately 21°C) was precisely controlled to ±0.01°C.

Calorimetric Equations

From basic thermodynamic principles, the calorimetric cell is the system of interest, and the First Law of
Thermodynamics expressed as power (J/s or W) becomes

Pcalor = PEI + PH + PX + Pgas + PR + PC + PW (1)

Equation 1 represents the differential equation used to model this open, isoperibolic calorimetric system.
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By definition, PEI is the electrochemical power, PH is the internal heater power, PX is any anomalous excess
power, Pgas is the power resulting from the gas stream (D2, O2, D2O vapor), PR is the power transferred by
radiation from the cell to the water bath, PC is the power transferred by conduction and PW represents the rate of
any pressure-volume work. As usual, positive quantities represent power added to the system (calorimetric cell)
and negative quantities represent power given off to the surroundings. The mathematical expressions for these
terms are as follows:

Pcalor = CpM(dTcell/dt) (2)

PEI=(E(t)-EH)I (3)

Pgas = - (I/F){[0.5 CP,D2+O.25 CP, O2+0.75 (P/ (P*–P))CP,D2O (v)]T (4)
+ 0.75 (P / (P*–P)) L}

PR=-kRf(T) where f(T)=Tcell
4 – Tb

4 (5)

PC= -kC (Tcell – Tb) (6)

PW= -RT (dng/dt) = -RT(0.75I/F) (7)

Definitions for many of the symbols used are given elsewhere.1,9

Assuming PC and PW are relatively small compared to PR, then

'
RP =PR+PC+PW=- '

Rk f(T) (8)

where '
Rk is the pseudoradiative heat transfer coefficient. The validity of this assumption can be determined by

comparing '
Rk with the theoretical value calculated from the Stefan-Boltzmann coefficient. By assuming PX=0,

a lower bound heat transfer coefficient can be evaluated using Eqs. 1 and 8.

( '
Rk )1 = (PEI+PH+Pgas – Pcalor) / f(T) (9)

The presence of any excess power would increase f(T), thus yielding a lower value for ( '
Rk )1. For this blank

experiment, PX will be small, thus ( '
Rk )1 will be close to the true value. By use of the 12 hour heating pulse,

and assuming the excess power (PX) is constant with time, the true heat transfer coefficient can also be
evaluated

( '
Rk )2 = (PEI+PH+PX+Pgas-Pcalor)/f(T) (10)

Complete mathematical details are presented elsewhere.9,11-13

Analogous with differential equations for reaction kinetics, more accurate calorimetric results can be obtained
by the integration of the data sets.11-13 Both forward and backward integration methods were used with the
calorimetric differential equations (Eq. 1). A variety of methods, therefore, can be used to evaluate the
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pseudoradiative heat transfer coefficient including lower bound, true, differential, forward integration and
backward integration techniques.9-13

Each experimental cycle lasted exactly two days over a total of 16 days. For each cycle, the internal cell heater
was off for 12 hours, then turned on at t=t1, for 12 hours and then off at t=t2 for the final 24 hours. Addition of
D2O occurred at the beginning of each cycle. The cell current was constant at 0.2000 A.

Results and Discussion

Various methods were used to evaluate the pseudoradiative heat transfer coefficient, '
Rk , at t=t2 for each two-

day experimental cycle. For example, mean values were ( '
Rk )1=0.62013×10-9 WK-4 (lower bound, Eq. 9) and (

'
Rk )2=0.62059×10-9 WK-4 (true, Eq. 10). The most accurate method for determining '

Rk was backward
integration that yields a mean value of ( '

Rk ) 0
262 = 0.62083×10-9 WK-4 for this calorimetric cell. All values

obtained for '
Rk were close to the theoretical result of 0.622×10-9 WK-4 calculated from the Stefan-Boltzmann

coefficient, and this result validates the assumption made in Eq. 8.

The two calorimetric experimental parameters required for Eq. 1 are '
Rk and the water equivalent of the system,

CpM. For integration, the calorimetric equation (Eq. 1) can be written in a straight line form, y=mx+b, where
the intercept yields '

Rk and the slope is CpM
9-13. The various integration methods yield an over-all mean value

of CpM = 340.1±0.8 JK-1. This is the least accurate calorimetric parameter, but its effect can be minimized by
evaluations made at the end of the heating pulse (t=t2) where CpM (dTcell/dt) ≈0.  Theoretical calculations based 
on the mass of heavy water used and the glass and metal components in contact with the electrolyte give CpM
values in approximate agreement with the experimental values.9

The differential rate of excess enthalpy production due to recombination in this blank system can be estimated
from the equation obtained by subtracting Eq. 9 from Eq. 10

PX=[( '
Rk )2-(

'
Rk )1]f(T) (11)

This estimate yields PX = 0.6 mW. The more accurate calorimetric results using integration methods yields PX =
1.1±0.1 mW for recombination in these experiments. Theoretical calculations using Henry’s Law and Fick’s
Law of Diffusion yield approximately 1 mW due to the reduction of oxygen at the cathode in this electrolysis
system. The electrochemical oxidation of deuterium or hydrogen does not occur at the platinum oxide surface
of the anode.

The ability of this calorimetry to measure excess power within ±0.1 mW with an enthalpy input to the cell of
approximately 800 mW demonstrates a precision of 99.99%. Additional evaluations show that the accuracy of
this calorimetry is also close to 99.99%. The logical conclusion from the control study is that excess enthalpy
measurements using this cold fusion calorimetric system cannot be scientifically dismissed as calorimetric
errors.

Palladium-boron alloy materials prepared at the Naval Research Laboratory (NRL) have shown a remarkable
ability to produce the excess power effect.9,15 A calorimetric system similar to the system used in this blank
study yielded excess power effects in the range of 100 to 400 mW over a 50 day period in experiments using a



198

Pd-B cathode.9 The measured excess power increased to over 9 W (9000 mW) during the final boil-off phase.9

Excess power continued for several hours after this Pd-B cell boiled dry.9
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PALLADIUM-BORON ALLOYS AND 
METHODS FOR MAKING AND USING SUCH 

ALLOYS 

This application is a non-provisional application and 5 

claims priority under a provisional application Ser. No. 
60/205,255, filed on May 19, 2000. 

FIELD OF THE INVENTION 

The present invention generally relates to processes for 
the production of a high-strength alloy that may be used as 
a gas purification membrane, as an electrode for numerous 
applications including the generation of heat energy or other 
electrochemical processes, and more particularly to the 
preparation and use of two-phase palladium-boron alloys 
which have greater strength and hardness than other palla-
dium metals or alloys and which thus can be advantageously 
utilized in a variety of applications including hydrogen 
purification membranes or electrodes. 

BACKGROUND OF THE INVENTION 

With increased use of electrical processes and hardware, 
processes utilizing the excellent reliability and conductivity 
of palladium, an extremely valuable but expensive metal, 
have become of increasing importance, particularly when 
used as an electrode. However, it has long been known that 
the hardness of palladium is often less than optimal for many 
of these processes. Accordingly, there has been a distinct 
need in this field to develop palladium alloy electrodes that 
are harder and more resilient than pure palladium while still 
offering the superior electrical characteristics of pure palla-
dium. 

In addition, interest has increased in the quick and effi-
cient production of hydrogen, which has, because of its 
many industrial and scientific applications, assumed greater 
importance. Hydrogen is typically purified from surrounding 
gas by using a membrane permeable to hydrogen, but not to 
the other gases. In this process, the hydrogen passes through 
the membrane and is collected on the other side. With 
respect to hydrogen production, there is much interest in 
methods of increasing the hardness and durability of these 
membranes which are again typically composed of palla-
dium. One proposed solution to overcoming the hardness 
problem would be to harden the palladium metal without 
affecting its hydrogen purification characteristics, which 
would allow for thinner membranes than those of pure 
palladium. This would allow either the same amount of 
hydrogen to be purified at a great cost savings, or a larger 
amount of hydrogen could be purified for the same cost. 
However, suitable methods for developing palladium or 
palladium alloys with sufficient hardness have not yet been 
achieved. 

Further, the demand for energy increases each year while 
the world's natural energy sources such as fossil fuels are 
finite and are being used up. Accordingly, the development 
of alternative energy sources is very important and a number 
of potential new energy sources are under study. Although 
there have been many attempts to develop a palladium 
compound which can be utilized in processes to generate 
heat, such as through the introduction of aqueous deuterium, 
none of these attempts have been successful or repeatable, 
and there is thus a distinct need to develop palladium alloys 
which can be utilized for the generation of heat as a potential 
energy source. 

Previously, it has been known to prepare single-phase 
alloys made of palladium and other minor elements. For 

example, the prior art includes various palladium alloys 
which include boron, such as Weber et al. U.S. Pat. No. 
5,518,556 (a boron-containing surface layer), Hough et al. 
U.S. Pat. No. 4,341,846 (an electroless boron/palladium 
plating material), Smith Jr. et al.. U.S. Pat. No. 4,396,577 (a 
brazing alloy containing boron, palladium and other metals) 
and Prosen U.S. Pat. No. 4,046,561 (an alloy for porcelain 
applications containing boron, palladium and other metals). 

However, what is lacking in the prior art is a pure 
boron/palladium composition of sufficient strength to be 
used as a reactive structure rather than a coating material, 
and which may be used in thin hydrogen purification mem-
branes or as an electrode in a heat-generating process. There 
thus remains a distinct need to develop palladium alloys 
which can be utilized advantageously in a variety of appli-
cations where pure palladium is unsuitable either because of 
the expense or insufficient hardness. 

SUMMARY OF THE INVENTION 

In accordance with the invention, there is provided a 
two-phase alloy comprised of palladium and boron wherein 
the boron is in solid solution in the palladium and wherein 
each phase of the two-phase structure has the same crystal 
structure as the other phase but has a different set of lattice 
parameters from the other phase. In addition, a method of 
preparing the two-phase alloy of the invention is also 
provided wherein the boron in powder form is preferably 
placed in an airless compartment, palladium in sponge form 
is placed in the compartment overlying the boron, the boron 
and palladium are melted together to form a mixture via a 
heating apparatus such as an electric arc, the mixture is 
cooled to solidification, turned over for complete mixing, 
and the melting, cooling and turning process is preferably 
repeated until a mixture with the desired homogeneity is 
attained. In the preferred process, the amount of boron is 
such that it is insufficient to form a compound of boron in the 
palladium, but sufficient to remain in solid solution with the 
palladium. 

In the particularly preferred embodiment, the composition 
of the present invention comprises 0.1 to 0.8 by weight 
percent boron, and 99.2 to 99.9 percent by weight percent 
palladium, and the palladium and boron comprise at least 
99.9% of the composition. It is also preferred that the second 
phase forms crystallites which are on average at least twice 
as large as the crystallites of the first phase, and that the 
diameter of the crystallites in the first phase is in the range 
of 10 to 100 Angstroms. 

In a particularly preferred method or preparation in accor-
dance with the invention, the palladium and boron are placed 
on a copper hearth in a mixing chamber which is part of an 
arc melting means. The arc melting is then performed 
between about 2079° C. and 2200° C., for a period of 
between about 4 and 10 minutes. The melting, cooling and 
turning steps are preferably repeated roughly 3-10 times. 
After a complete mixture results from melting, turning, and 
cooling, the composition may also be swaged to reduce the 
diameter of the alloy. The alloy is annealed at elevated 
temperature to reduce the residual stress, and then undergoes 
a final cooling to room temperature. The annealing is 
performed between about 650 and 700° C., and for less than 
about three hours. 

Preferably the alloy composition of the present invention 
can be formed into a membrane for use in the purification of 
hydrogen, or can be made into an electrode useful for 
numerous purposes, including the loading of the electrode 
with deuterium for the generation of heat energy, or other 
standard electrochemical purposes. 
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FIG. 1 is a schematic view of the process of preparing a 
palladium-boron alloy in accordance with the present inven-
tion. 

FIG. 2 is a transmission electron micrograph of a 
palladium/0.62% boron alloy composition in accordance 
with the present invention which shows the two phases. 

FIG. 3a is a graphic representation of an X-ray diffraction 
pattern of palladium/0.18% boron. 

FIG. 3b is a graphic representation of an X-ray diffraction 15 

pattern of palladium/0.38% boron. 

FIG. 3c is a graphic representation of an X-ray diffraction 
pattern of palladium/0.62% boron. 

FIG. 3d is a graphic representation of an X-ray diffraction 
pattern of pure palladium. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

10 

20 

US 6,764,561 B1 
3 4 

5 

In accordance with the present invention, there is pro-
vided a composition comprising a two-phase alloy of pal-
ladium and boron which has superior tensile strength and 
hardness when compared to pure palladium, and which can 
thus be used in a variety of applications, including use as a 
hydrogen purification membrane or as an electrode in 
numerous electrochemical processes. 

In the preferred process of producing the palladium/boron 
alloy of the present invention, as shown in the flowchart of 
FIG. 1, there is a series of preferred steps for making the 
boron-palladium composition with a two-phase crystalline 
structure. In this preferred process, boron in powder form is 
first placed within a structure capable of producing heat 
sufficient to melt metal alloys, such as on a copper plate, or 
hearth, within a compartment filled with argon, after evacu-
ation of the compartment, suitable for arc melting and 
cooling. Copper is preferably used as the material for the 
hearth because of copper's excellent conductivity for the arc 
melting phase. The copper hearth is cooled with water from 
below to keep it from melting into the alloy as it has a lower 
melting point than either boron or palladium. The hearth, 
and the mixture resting upon it, are cooled by the transfer of 
heat from the composition through the hearth to the coolant 
water. The system is not reliant on air cooling because of its 
water cooling means. The entire process preferably occurs in 
the chamber which is filled with argon gas after evacuating 
the chamber. Exposure to air cannot be allowed because 
oxygen or air would oxidize the palladium and the boron, 
ruining the process. The process is usually performed in a 
container with a noble gas, typically argon. In this process, 
palladium is placed in the compartment 12 so that it is 
overlying the boron powder in the cavity. The palladium is 
preferably introduced in a pure palladium sponge form. 

The palladium-boron alloy produced in accordance with 
the present invention preferably comprises about 0.05 to 2.0 
percent by weight boron, most preferably 0.1 to 0.8 weight 60 

percent, and from about 98.0 to 99.5 percent by weight 
percent palladium, most preferably from about 99.2 to 99.9 
weight percent. The amount of boron present in the cavity is 
fixed so that it is small enough not to form a compound of 
boron in the palladium but is sufficient to react with oxygen 65 

in the palladium while the boron is in solid solution in the 
palladium. Very small amounts of the composite are used 
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Further features and advantages of the present invention 
will be set forth in, or apparent from, the detailed description 
of preferred embodiments which follows below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

herein. Typically, there will be 100 g of palladium and an 
amount of boron in accordance with the ranges as set forth 
above. 

In the preferred process, after the palladium and boron are 
placed within the cavity, a heating source such as an electric 
arc is used to melt the boron and palladium together to form 
a mixture 14. Although there are several other well-known 
forms of heating that would be suitable for the present 
invention, an electric arc is preferably used because it offers 
rapid control which prevents the Boron from vaporizing 
prematurely. The palladium is preferably placed on top of 
the boron because of the differences in density. The denser 
palladium prevents splatter or flying of the boron. 
Additionally, the lower melting point of palladium allows it 
to form a protective shell over the boron before the boron 
begins melting. A melting arc is generated between a tung-
sten tip just above the mixture and the conductive copper 
hearth upon which it rests. 

The melting point of boron, the higher of the pair, is 2079° 
C. so the melting must be done at least at this temperature. 
However, the temperature preferably should not exceed 
about 2200° C. or the boron will begin to vaporize. The 
melting time should be about 5 minutes. A melting time 
greater than 10 minutes at the aforementioned temperature 
would result in vaporization of a portion of the boron. 

After the palladium and boron are melted, the mixture is 
cooled The mixture solidifies upon cooling 16. The mixture 
is preferably turned over after cooling and solidification 18 
to provide a more homogeneous mixture by preventing 
settling of the boron and palladium into layers. The mixture 
is turned over with the tungsten tip of the arc mechanism. 

After the initial melting and cooling to bind the loose 
boron powder to the palladium, the melting step 14, cooling 

35 
step 16, and turning over step 18 (as shown in FIG. 1) are 
repeated as often as necessary to eliminate any boron or 
palladium pockets, and for thoroughly mixing the mixture 
into a solution of a desired homogeneity to be attained 
suitable for commercial use. The steps are preferably 
repeated anywhere from about 3-10 times, with about 4-5 
times particularly preferred, and the solution is then mixed 
by the use of a combination of gravity and random 
movement, followed by repeated melting, cooling and turn-
ing cooled solid solution over. 

After a homogeneous mixture is prepared, the material 
preferably undergoes an additional step of swaging 20, if so 
desired, for reducing the alloy to a fixed diameter. A die is 
preferably used and the metal is forced into a bar shape of 
the appropriate diameter. Swaging is particularly useful 
when producing an electrode from the raw alloy material. 

After the material undergoes swaging 20, the rods are cut 
into appropriate lengths and machined into usable electrode 
form. The alloy is annealed 22 to reduce the residual stress. 
The alloy begins at room temperature and is heated to 
approximately 650° C. for approximately 2 hours. The time 
and temperature in this step are important because too high 
a time or temperature would result in a larger grain size of 
the composition which would detract from hardness and 
render the composition ineffective. For example, tempera-
tures at 700° C. and above would begin to produce unde-
sirable results in the final alloy. Grain size would also 
become dangerously large after approximately 3 hours. 
After annealing, the solution is cooled to room temperature 
in a final cooling step 24. 

The composition resulting from the above process is a 
boron in solid solution in the palladium, with the alloy 
having a two-phase structure. As shown in FIG. 2, the first 
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and second phase, 26 and 28, respectively, of the two-phase 
structure have the same crystal structure but different sets of 
lattice parameters so that the crystals of the second phase are 
larger than the crystals of the first phase. The diameter of the 
crystallites in the first phase 26 is in the range of 10 to 100 
Angstroms, whereas the diameter of the crystallites in the 
second phase 28 is much larger. 

The differing sizes of the crystals of the phases creates a 
"miscibility gap" meaning that the miscibility of the two 
phases with each other is high because the crystals of the 
smaller first phase can easily rest in gaps between the larger 
crystals of the second phase. This "filling" of the gaps of the 
larger crystals binds the crystals of both phases together and 
results in a hardened composition. 

The amount of boron in the mixture appears to be critical. 
It has been found that the amount of boron must be main-
tained below 2 weight percent of the mixture for solution. 
Anything more and it will begin to bond with the palladium, 
preventing formation of the two-phases. 

This composition can show the same or better strength 
than pure palladium with much less thickness. This is 
advantageous in the creation of palladium hydrogen purifi-
cation membranes because less palladium would be needed 
to create a membrane and achieve the same results using it. 
This is because sturdy membranes of much less thickness 
are enabled by the present invention than would be possible 
using palladium alone. The advantage herein is that because 
of the additional hardness of the palladium-boron alloy of 
the invention, a much smaller amount of expensive palla-
dium may be used to provide a membrane of the same 
capacity compared to palladium alone. Palladium is one of 
the precious metals and is, therefore, very costly. This would 
allow much greater membrane capacity through reduced 
material costs. How much the thickness of the membrane 
would be able to be decreased with the present composition 
would depends upon such factors as design, gases to be 
purified, and the extent of purification desired. 

Preferably, the hardened palladium-boron alloy can be 
made into a membrane to purify hydrogen. The openings in 
the palladium are sufficient to allow hydrogen to pass but not 
other gases. Therefore, palladium is commonly used to 
purify hydrogen using the membrane, and the gas to be 
purified is usually placed on one side and a vacuum is on the 
other. This pressure differential forces the hydrogen through 
the membrane to towards the vacuum. The larger gases 
cannot fit through the membrane and are left behind. Further, 
the material would be advantageous for purifying hydrogen 
because its increased strength offers increased overall mem-
brane reliability. 

The hardened electrode would also be advantageous for 
use in etching, polishing, electrochemical machining, semi-
conductor wafer manufacture and other electrochemical 
processes in which use of a hardened palladium cathode 
retaining superior palladium electrical characteristics is 
advantageous. 

An additional application of the alloy, which has been 
borne out by experimental data is as an electrode in the 
generation of energy in the form of heat. In a preferred 
process using the alloy of the present invention in the form 
of an electrode, the electrode in connected to a platinum 
cathode and immersed in water containing deuterium. The 
immersed electrode is loaded with deuterium from the 
surrounding electrolyte. As a current is applied, excess 
energy from the loaded electrode in the form of heat is 
generated. Using the palladium-boron electrode manufac-
tured in accordance with the present invention, excess 

enthalpy has been achieved, and this result has been far more 
reproducible than in past experiments of this type, which 
may result in a new energy source at low cost. 

Although the invention has been described above in 
5 relation to preferred embodiments thereof, it will be under-

stood by those skilled in the art that variations and modifi-
cations can be effected without departing from the scope and 
spirit of the invention. 

10 
	 EXAMPLES 

Palladium-boron composition samples containing 0.18% 
boron, 0.38% boron and 0.62% boron were prepared in 
accordance with the invention. Palladium sponge was used 
as a palladium source for its high purity. The boron source 

15  was a powder commonly referred to as five-nine boron 
(99.999% pure boron). 

In accordance with the present method, approximately 
100 g of palladium and a corresponding amount of boron 
giving the concentrations set forth above were measured. 
The boron powder and palladium were placed on a copper 
hearth within a compartment. The compartment is airless, 
with an argon atmosphere. The samples were melted. A 
typical arc melting apparatus having 12v and 300 amps was 
used for the melting. The two elements used for the arc 
melting are a tungsten tip immediately above the sample and 
the copper hearth. The melting was performed at about 2100 
c and the melting time was about 5 minutes. The mixture 
was then cooled for approximately 30 minutes and the 
mixture turned over. The melting, cooling and turning steps 
were repeated 4-5 times. 

To make electrodes from the composition, the alloy was 
swaged to 0.4 cm diameter. The swaged rods were cut into 
3.5 cm lengths and machined into usable electrode form. The 

35 
samples were annealed at approximately 650 c for approxi-
mately 2 hours. The samples were cooled for two hours until 
they returned to room temperature. 

Nine samples in electrode form were tested. This testing 
centered around the generation of heat with the electrode. 

40  Each palladium-boron electrode was connected to a plati-
num anode, and the palladium-boron cathode was then 
immersed in water containing deuterium. After immersion, 
the electrodes were then electrochemically "loaded" with 
hydrogen. It is believed extra loading was possible due to the 

45 two-phase structure brought about by the solution of boron 
within the palladium. Of nine samples tested, eight yielded 
positive results of heat. The results of these experiments are 
more repeatable than any experiment of this type completed 
thus far. Not surprisingly, amount of heat varied with, and 

so  had a positive relationship to, boron content. 
X-ray diffraction studies were carried out to characterize 

the three compositions of the two-phase palladium/boron 
alloy in accordance with the present invention. The diffrac-
tions were obtained in a Phillips diffractometer with gen- 

ts erator settings of 50 kV, 30 mA and a copper target. Two 
distinct phases of the same cubic structure were found in all 
three compositions of the alloy. Lattice parameters for the 
samples were measured. As can be seen in FIG. 3, the two 
distinct phases have the same crystal structure but different 

60 lattice parameters. The lattice parameter in a first phase 
remains constant with changes in the boron content of the 
alloy whereas the lattice parameter of a second phase N 
increases with an increase in the boron content. As the boron 
increased, the amount of crystals in the second phase 

65 increases at the expense of the first phase, as expected. 
The 0.62% boron sample was studied with a transmission 

electron microscope. FIG. 2 shows the Selected Area Dif- 

2 

2 

3 

0 
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fraction (SAD) pattern. Lattice parameters of the two phases 
26, 28 measured from x-ray diffraction and SAD are 
consistent, and confirmed the production of the palladium/ 
boron alloys in accordance with the present invention. 

What is claimed is: 
1. A method of preparing a composition, said method 

comprising the steps of: 

(a) placing boron in a compartment evacuated of air and 
filled with another gas; 

(b) placing palladium in a cavity overlying the boron in 
said compartment, wherein the amount of boron is 
insufficient to form a compound of boron in the palla-
dium and is sufficient to react with oxygen in the 
palladium while said boron is in solid solution with said 
palladium; 

(c) melting the boron and palladium together to form a 
mixture; 

(d) cooling the mixture for producing a solidified mixture; 

(e) turning the mixture over for reversing the vertical 
locations of the top and bottom portions of the mixture; 
and 

(f) repeating steps (c) through (e) until a mixture at the 
desired homogeneity is attained; 
wherein the composition is a two-phase palladium-

boron composition; 
wherein the composition is not annealed under condi-

tions that substantially reduce the hardness of the 
composition. 

2. A method according to claim 1, wherein the palladium 
is introduced in the form of palladium sponge and the boron 
is introduced in the form of a powder. 

8 
3. A method according to claim 1, wherein the boron and 

palladium are melted using electric arc means to create an 
electric arc for melting the boron and palladium. 

4. A method according to claim 3, wherein the boron and 
5 palladium are placed on a copper hearth in a chamber, and 

wherein said copper hearth is part of the arc melting means. 
5. A method according to claim 1, wherein the method 

further comprises swaging the mixed alloy for reducing the 
10 diameter of the alloy. 

6. A method according to claim 5, wherein the method 
further comprises the steps of annealing the alloy for reduc-
ing residual stress, and cooling the alloy. 

7. A method of preparing a palladium-boron composition 
is  according to claims 6, wherein the annealing is performed 

between about 650° C. and about 700° C. for less than about 
three hours. 

8. A method according to claim 1, wherein steps a)—f) 

20 occur in the order specified. 
9. A method according to claim 1, wherein the melting of 

the boron and palladium is carried out at a temperature 
between about 2079° C. and about 2200° C. for a time period 
between about 4 and about 10 minutes. 

25 	10. A method according to claim 1, wherein steps c) to e) 
are repeated about 3-10 times. 

11. The method of claim 1, wherein the composition is not 
annealed at or above about 700° C. 

12. The method of claim 1, wherein the composition is not 
30  annealed for more than about three hours at about 650°  C. 
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Semi-Classical Conduction of Charged
and Neutral Particles in Finite Lattices

Scott R. Chubb
Remote Sensing Division

Naval Research Laboratory, Washington, DC 20375, USA

Although no formal justification for theories of semi-classical dynamics and conduction in
energy band systems exists, beginning from an ordered ground state, it is possible to justify when
the associated treatment can apply either for ultra cold neutral atoms (“atomic matter waves”) in
finite optical lattices or for charged particles in finite, periodic crystal lattices. The essential
physics is the fact that when the ground state is ordered, the lowest energy forms of reaction are
initiated in "bulk regions" through perfectly elastic, Umklapp processes (similar to lattice recoil
in the Mossbauer effect), in which the bulk region moves rigidly. As opposed to the
conventional picture in which conduction occurs through the occupation of energy band, “quasi-
particle” states, the semi-classical dynamical equations can be justified, based on a rigorous
model, associated with a broken gauge symmetry (invariance of neutrally-charged “bulk regions”
with respect to Galilean transformations that maintain particle-particle separation). Implications
of these results in areas related to transport of hydrogen and its isotopes in nano-crystalline
structures of palladium (Pd) and of neutral, coherent atomic waves in finite, optical lattices are
presented.

Keywords: Generalized Multiple Scattering, Atomic Bose Einstein Condensate, Optical Lattice,
Periodic Order, Bloch's Theorem, Broken Gauge Symmetry

I Introduction

This paper formalizes and generalizes a number of intuitive ideas associated with electron band
theory in solid state physics, in the idealized limit of infinitely-repeating, periodic lattices, to
situations involving finite structures, with real boundaries. Implications of the results include: 1.
The prediction of a novel variant of a known, phenomenon, Zener/Electronic Breakdown in
insulators (Zener 1934), in which ions in nano-scale palladium-deuteride (PdD) crystals (as
opposed to electrons in insulating crystals) that initially, effectively, are confined to particular
regions of space, begin to move, spread-out, and conduct charge after they are subjected to an
applied, external electric field for a sufficiently long period of time; and 2. A rigorous
treatment of scattering at low temperatures that can be used to identify critical time- and length-
scales for problems related to the transport of neutral atomic matter waves in finite, optical
lattices (Deutsch & Jessen 1998), in the presence of gravitational fields (Anderson & Kasevich
1998 ).



209

The arguments are general: they can be applied to all ordered or partially ordered solids,
in the limit of low, but finite temperature. In particular, in this paper, the terms order and
periodic order are used inter-changeably. A solid that possesses partial order (or partial, periodic
order) refers to the requirement that the particles in some finite volume, within the solid, occupy
one or more many-body states possessing some degree of periodic symmetry, for some finite
period time. This last condition is defined by the requirement that one or more Bragg diffraction
peaks (Ashcroft & Mermin 1976A), beyond the zeroeth order peak, be observable in the
diffraction pattern that results when particular particles (x-rays, neutrons, etc. ) scatter elastically
off of the solid . An ordered, periodic, or periodically ordered solid refers to the limit in which
the resolution between different diffraction peaks and the number of peaks asymptotically
approach the resolution and number that one would conventionally associate with a diffraction
pattern involving a situation in which a macroscopic number of scattering centers can be
involved with the scattering processes that are responsible for the pattern. For the purpose of
determining critical time- and length- scales associated with experiments involving finite size
optical lattices, a number of the arguments involving finite size effects (and the associated
overlap features) in partially ordered solids can also be generalized to optical lattices. (This topic
is addressed in the final section of the paper.)

The underlying logic associated with the analysis follows from a number of general
results that are required in order to insure that the reaction rate be minimized (through minimal
overlap with potential perturbations) for a potential process that can couple the ground state (GS)
to the lowest-lying excited states, in a solid or lattice. In particular, in general, the GS of a
many-body system is required to have minimal overlap with external perturbations and with the
lowest-lying excited states. But in the idealized limit in which a set of measurements can be
performed, in such a way that the measurement process does not affect the energy of any of a
number of potential many-body states (including the GS), locally, in a particular region of space,
each measurement can be viewed as a form of “symmetry operation”. When each of these
symmetry operations can be related to the others through one or more continuously-varying
parameters (for example, through measurements of a continuously-varying angle or
displacement, performed outside the particular region of space), the set of symmetry operations
is referred to as a gauge symmetry.

But because no symmetry operation is perfect, residual perturbations, tied to the
measurement process exist. In the presence of these perturbations, the overlap of the GS with
low-lying excited states is minimized through processes that minimize the GS energy. The
resulting changes in wave function overlap and energy occur through a process that is referred to
as broken gauge symmetry. Provided the particular region (which will be referred to as the bulk
region) occurs within the solid (or within a lattice), where the numbers of neutral and charged
particles are conserved (relative to a particular, well-defined boundary or boundary region), the
rate of change of any process involving the GS and its overlap with low-lying excited states
(through residual perturbations) is dominated by a universal broken gauge symmetry that occurs
in ordered, finite lattices (the loss of translation symmetry at the boundaries of a lattice). In this
particular limit: 1. In the absence of the residual perturbations, the energy remains invariant with
respect to the gauge symmetry operation associated with performing a rigid shift of the bulk
region, in which the coordinate of each particle in the bulk is shifted by the same, constant
amount; 2. Since, by construction, the associated coordinate transformation (which is referred to
as a Galilean, coordinate transformation) preserves the separation between each particle and the
remaining particles in the bulk, a large degeneracy exists, and (in the presence of broken gauge
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symmetry) the lowest-lying excited states are all related to the GS through one of the possible
(Galilean) transformations; and 3. In the presence of residual interactions, the lowest-lying
excited states conserve particle number within the bulk region.

Since the associated transformations do not alter the relative separations between any of
the particles, effectively, the resulting change in position of the particles can be viewed as
occurring through a form of “perfect” rigid body motion, in which the entire collection of
particles moves with a common velocity, that is similar to the nearly-perfect, lattice recoil that
occurs when a gamma ray strikes a nucleus, without exciting a lattice vibration, in the Mossbauer
effect. In this limit, the overlap between the GS and lowest-lying excited states can involve
processes that do not alter the relative separations between particles in the bulk. The associated
effects, by construction, occur as a result of a breakdown of a form of (Galilean) relativity,
associated with the underlying gauge symmetry. For this reason, in the absence of residual
perturbations, effectively, it is impossible to perform a measurement that preferentially
distinguishes between the behavior of particles in the bulk region in one reference frame, relative
to the comparable behavior of particles in a second, moving reference frame that can be related
to the first reference frame through a rigid, Galilean transformation. The resulting symmetry
leads to a large degeneracy associated with elastic processes that can transfer momentum,
instantly, from the boundaries of the bulk region to the center of mass of the bulk. In the limit in
which the resulting motion (of the bulk) involves a transfer of momentum p that has associated

with it a DeBroglie wavelength d 
h
p

(h=Planck’s constant) that is constrained by the

condition that d na (n=integer, a=lattice spacing between adjacent unit cells), a resonant

process can take place, in which, effectively, a small fraction p
N

of p is transferred instantly to

the center-of-mass of each unit cell in the lattice. (Here, N is the total number of unit cells in the
lattice.)

Historically, in infinitely-repeating lattices, an alternative picture has evolved. In it, the
associated resonant processes (which will be referred to as Umklapp processes [Ashcroft &
Mermin 1976B, Peierls 1929]) involve interactions in which momentum is not conserved
between “quasi-particles”. Instead, momentum is transferred to the lattice elastically. Although
momentum conservation requires that quantitative bounds exist for the amounts of momentum
that can be transferred from a crystal lattice to a surface or interface (and vice-versa) through
these kinds processes, traditionally, in models in which the lattice is infinitely-repeating and
periodic, these bounds have been poorly defined.

In fact, in finite solids, at low, but finite temperature, precise, size-dependent bounds can
be identified. In particular, although in larger crystals, collisions with phonons tend to reduce the
magnitudes of the associated effects, in smaller crystals (or in optical lattices), this is not the
case. In the case of PdD and PdH, the effects can be quite large and can lead to a coherent form
of interaction that mimics an insulator-superconductor transition. In particular, when an electric
field is applied for a sufficiently long period of time, in these systems, a form of insulating-
conducting transition can take place, in which the charge carriers are H- or D- ions. The
associated process is very similar to the transition, suggested by Zener (1934), that might occur
when an electric field is applied to an insulator for a sufficiently long time. As opposed to the
situation in which “electrical conduction” through “Zener/Electrical breakdown” can occur
(which is the name that is frequently used for the kind of effect that Zener suggested), because
the charge carriers in PdH and PdD can be ions, an analogous process (which will be referred to
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in this paper as “ionic conduction” through “Zener/Ionic breakdown”) can take place. In the
case of PdD, since D- ions (deuterons) are bosons, the associated “ionic conduction” technically
is a form “super-conduction,” and the Zener/Ionic breakdown process refers to a form of
insulator-superconductor transition However, since the amount of ionic charge involved is
small, the important effects, conventionally associated with superconductivity, are so small that
they probably can not be observed.

The range of time-scales (which varies between weeks and fractions of a second) for
initiating this kind of effect appear to be consistent with the comparable range of incubation
times that have been observed to be required before anomalous heat is initiated during the
prolonged electrolysis of D2O by PdD. The fact that the shortest time-scales required for
Zener/Ionic breakdown and the observation of Excess Heat both occur in PdD crystals that have
characteristic dimensions ~10’s of nm suggests that Excess Heat is being triggered by
Zener/Ionic breakdown.

Including the Introduction, the paper contains seven sections. In the second section,
background about the underlying limit (associated with broken gauge symmetry) is presented. In
the third section, rules concerning general properties of the ground state (GS) and lowest-lying
excitations are presented (including a formal proof of a generalized form of Bloch’s theorem). In
the fourth section, these rules are extended to a situation in which external forces are applied to
the lattice, and a formal, rigorous derivation of the semi-classical transport equations is given. In
the fifth section, a new, general framework (which will be referred to as Generalized Multiple
Scattering Theory) is presented for including the effects of collisions and finite temperature T in
the underlying dynamics. In the sixth section, an analysis is given of a particular limit (involving
the onset of broken gauge symmetry) associated with coherent effects that become most
pronounced either at finite, but vanishing-ly small T (in larger crystals), or in situations involving
smaller crystals in which an external force acts on many particles at once (as in an Umklapp
process) in a nearly perfectly rigid fashion.

In this section, bounds associated with the potential forms of coherent transfer of
momentum (through Umklapp processes) from interior (bulk) regions of the lattice to regions
outside the bulk are presented. Also, a formal, rigorous argument is included that quantifies
limitations of Zener/Electronic breakdown and related phenomena, including, Bloch oscillations,
in optical (and other) lattices, and the new effect (alluded to above) of Zener/Ionic breakdown in
nano-scale PdH and PdD crystals.

This section concludes by examining the implications of Generalized Multiple Scattering
Theory in more general terms. In particular, an explicit, concrete example, involving the
identification of critical length, and time scales, associated with finite size, in the problem of
measuring the gradient of the gravitational force, is used to demonstrate the usefulness of the
formalism. This last calculation has practical utility in the problem of observing variations in
gravitational force, using coherent atom waves, from airborne platforms.

The final section provides a brief summary of the key results of the paper.

II Background Concerning Conduction Near Absolute Zero

Although the semi-classical theory of electron dynamics and conduction (Ashcroft & Mermin
1976C) has been widely used, it has no formal justification, based on a microscopic theory. In
fact, beginning from the GS of a many-body system in which the density of all of the particles,
approximately periodically repeats itself, over some finite region of space, it is possible to
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formally justify when this treatment of conductivity applies for electrons, potentially for lighter
ions (such as protons, deuterons and tritons), and/or, as discussed below, (in the case of optical
lattices [Deutsch & Jessen 1998]) neutral atoms, based on a microscopic theory, in a finite
crystal. The essential physics of the associated argument is that when the GS is ordered, the
lowest energy forms of interaction are initiated in the periodically ordered (bulk) regions but
induce disorder through processes that are perfectly elastic, either within the initial region (or
throughout most of it), while effectively transferring the momentum of the process instantly to
the center-of-mass (CM) of the bulk, as a whole (as in the response of a solid to a gamma ray in
the Mossbauer effect). At higher temperatures, alternative effects, involving phonon/ion and
electron band state excitations (in systems possessing charged particles), or collisionally-induced
excitations of band state particles (in the case of neutral atoms in optical lattices) can occur, in
which (ion and electron) charge, or (in the case of neutral atoms) a flux of atoms, again, is
transported to surface and interfacial regions. (In this context, and henceforth, the term ion refers
to the nucleus of hydrogen or one of its isotopes.)

These conclusions follow from two key features of an ordered solid, near T=0: 1.) The
motion of bulk regions of the solid (which are regions in which charge is always conserved, and
net changes in charge and total charge always vanish) or optical lattice (in which the number of
atoms is conserved), relative to locations outside of the bulk region (in which charge, or atom
number, is allowed to change), can never be determined without introducing some form of
external perturbation; and 2.) The GS wave function of an ordered many-body system, in bulk
regions, has minimal overlap with excited states that couple to outside forces and perturbations,
involving non-bulk regions where charge imbalance (or, in the case of neutral atoms, in an
optical lattice, a loss of particles) is allowed to take place. The first characteristic implies a form
of symmetry: In a finite lattice, it is never possible to determine the constant zero of (kinetic)
energy or momentum of the bulk region, relative to non-bulk regions, but, to determine the GS,
in bulk regions, it can be assumed energy is conserved. Then, it is impossible to determine if
bulk region particles are at rest or in motion.

This symmetry has important consequences: A.) Because rigid translations of the bulk
uniformly shift the momentum of each bulk region particle, these kinds of translations do not
alter the relative interactions between (or fluxes involving) different particles within the bulk
region. B) The GS is defined in a preferred reference frame, in which the balance between
outside forces defines the zero of energy and momentum, which, together, establish the energies
and overlap of possible many-body states.

An important point is that the relationship between the velocity v and momentum p, of a
charged particle, possessing charge e and mass m, is not p=mv. The precise relationship is
mv=p-e/cA, where A (the vector potential) is defined by the magnetic field, B (through the
relationship A=B) and Maxwell's Equations. In particular, quantum mechanically, p and A
can both change instantaneously by the same amount, even discontinuously, at any location,
without changing the value of v of any particular particle. The example of a Mossbauer-like,
Galilean translation, in which all particles in the bulk region are rigidly shifted, relative to an
observer, further illustrates subtleties associate with the effect. In particular, since no net
accumulation of charge occurs, it is impossible to determine if the bulk region is in motion or at
rest. This means that in the reference frame of an outside observer who moves with velocity -
Vcm, the bulk region appears to move rigidly with total momentum Pcm=MVcm (M= mass of bulk
solid), while in the frame in which both observer and bulk region are stationary, Pcm=0. Because
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the transformation is rigid, the relationship between the wave functions bulk(Pcm MVcm) and
bulk(Pcm 0) in the different frames involves a simple, change in phase:


bulk(Pcm MVcm) e

iMVcmR cm

 bulk(Pcm 0)  e iki ri

i1,Ntotal

 bulk , (1)

where Rcm is the position of the CM, ki miVcm is the momentum that a neutral particle with
mass mi would have in the reference frame in which all particles move with velocity Vcm. The
subtlety occurs because near T=0 it is never possible to determine whether or not the “bulk “, as
envisioned, in this last example, is in motion or at rest, or whether or not its particles really are
“neutral“, quantum mechanically. This has important consequences. In particular, non-local
forms of coherence can occur, in which it is possible to maintain a vanishing temperature T
situation, with no interaction, whatsoever in bulk regions. This occurs when the entire bulk
region moves all at once, but with different amounts of momentum (associated with different
particles, as in Eq. 1).

III Generalization of Bloch’s Theorem in Finite Lattices,
Near T=0

Depending on whether the bulk is in motion or at rest, relative to non-bulk regions, wherever a
particular coordinate r associated with a particle of mass m, and charge e, appears in an
expression involving the total many-body wave function , the expression should be multiplied
by a pre-factor of the form, exp(ik r), wherek=mVcm + <e/cA(r)>, and <e/cA(r)>=ko =po
is the average, minimum (zero) of the momentum of the particle. Here, degeneracy can occur
because A (as well as the value of ko) is never uniquely defined since the gradient of an arbitrary
function can always be added to A, without altering the value of the magnetic field.

However, near T=0, it is also required that in the presence of a finite lattice, the
associated forms of interaction between many-body states involve minimal, mutual overlap, in
bulk regions. Thus, it follows that a discrete form of the degeneracy is involved in which, a
priori, any one of the possible states, associated with a particular wave-vector, can couple to an
alternative state associated with a different wave-vector, through an outside perturbation. As a
consequence, through any of the possible symmetry operations (in which the bulk is translated
rigidly), the value of Pcm associated with one such translation can only differ from the
comparable momentum of a second translation by the product of and one of the wave-vectors
within the First Brillouin Zone (defined by Born VonKarman boundary conditions [ Ashcroft &
Mermin 1976D ] of the finite crystal). This result follows by considering the potential forms of
interaction between the GS and possible, low-lying forms of excited states.

In particular, as a function of time t, for the lowest energy (GS) many-body wave
function GS (r1,.....,rn ,t) to have minimal coupling with outside processes, its overlap with any
other many-body state '(r1,.....,rn ,t) must be minimized and remain constant. A requirement
for this to occur is:



' | Gs 
t

 d3r1...d
3rn

('* GS )
t

 d3r' | v(r) | GS ' |
V V '

i
|GS 0,

(2)
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where terms in the second equality are defined by the many-body Schroedinger equations of '
and GS . In general, the associated integrations are unrestricted. To minimize overlap in “bulk
regions“, unrestricted integrations over all of the coordinates in the multi-dimensional integral,
term by term, can be restricted to regions in the bulk, based on the criteria that to find a possible
GS, the associated overlap between this state and other states in the bulk region be minimized. In
this limited context, by restricting states to have minimal overlap with GS , additional
restrictions are imposed on GS (subject to the implicit assumption that, in general, at the
boundaries of the bulk region, possible discontinuities in the gradient and vector potential, are
allowed to take place). Then, the associated analysis proceeds by restricting the multi-
dimensional integrations in Eq. 2, exclusively to the bulk region. Also, in Eq. 2, ' v (r) GS

and is the matrix element associated with the (off-diagonal) contribution to the (many-body)
particle velocity operator v, defined by its overlap with the states ' and GS :


' | v(r) |GS  d3r1..d

3rn
3(rr j ) 1

m j

(

2ij

 '*rj
GS r j

'*GS e j

c
'*Aeff (r j )GS ),

(3)
where Aef((r)=(A(r)+A’(r))/2 is the arithmetic mean between the vector potential A’(r) associated
with the state ' and the comparable vector potential A(r), associated with the state GS , and
the final term in Eq. 2 is defined by the difference between the many-body potential energy
associated with states ' and GS  In particular, this last term, is given by


' | V V '

i
|GS ' | Vem V ' em

i
|GS ' | Vs V ' s

i
|GS , (4)

where' |Vem V ' em |GS is the difference in electromagnetic potentials associated with
coupling between the vector potentials A’(r) and A(r),

' |VemV 'em |GS  d 3r (A(r) A' (r))
c

J(r) , (5)

defined by the associated current J(r),


' | J ( r) |GS  d 3r1..d 3rn

3 (r r j ) e j

m j

(

2i

j

 '*rj
GS rj

'*GS e j

c
'*Aeff (r j )GS ),

and (in Eq. 4), the remaining contribution to the difference in potential energy is defined by any
change in electrostatic or other (for example, inertial) contribution to the energy, associated with
the transition from ' (where the non-electro-dynamic portion of the potential energy is Vs’)
toGS (which has a corresponding non-electro-dynamic potential energy Vs).

Eq. 2 vanishes identically whenever the energies associated with GS and ' are the
same. WhenGS has minimal coupling to the bulk, Eq. 2 holds identically, outside the bulk,
provided all of the external forces vanish and the total internal flux of all particles into and away
from the bulk region also vanishes. Thus, if the flux of particles, across all boundaries in the
bulk vanishes, and the energies of the different states are the same within the bulk region, it
follows from Eq. 2 that,


d 3r'| v(r) |GS  dS

V
 n' | v(r ) | GS  i


V
d 3r1 ....d 3rn'* (VV ' )GS 0 (6)

where the integration in the final term extends over the bulk region, and the surface integral
(associated with v(r) ) extends over the boundary of the bulk region. In principle, although this
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surface integral includes separate contributions from regions where v may become discontinuous
(which are allowed to occur whenever V-V’ becomes singular), for the purpose of identifying the
GS, GS and ' can be selected in such a way that V-V’ is never singular. Then, a necessary
and sufficient condition to guarantee that the left-side (LS) of Eq. 2 vanishes within some
volume, defined by a set of boundary planes, in which each point r on one boundary plane is
related to a point r’ on a second boundary plane, by one of the three vectors,



L 

is that

v(r 

L) v( r' ) v(r) . (7)

In the limit in which GS and ' are identically the same in the bulk region (but are allowed to
be different outside the bulk), and Aeff equals a constant, Eq. 7 holds if and only if when for each
coordinate ri that is evaluated on a boundary at r 'ri 


L, then

|GS (r1,..,ri 

L..,rn ) |2|GS (r1,..,ri ..,rn ) |2, (8)

and



lnGS( r1,..,ri 

L..,rn )

ri
m 

ln GS (r1,..,ri..,rn )
ri

m , (9)

where ri
m is the x, y or z component (for m=1,2, or 3) of the coordinate ri . . The general solution

of Eqs. 8 and 9 is

   GS (r1,..,ri 

L..,rn ) iGS ( r1,..,ri..,rn ), |i |1. (10)

Eq. 10 is a generalization of Bloch’s theorem, for finite lattices that holds whenever it is possible
to define boundaries through the three displacement vectors, 


L, for a GS that obeys Eq. 6. In

particular, when Eq. 10 holds over distances that are smaller, it also holds when the smaller

primitive vectors b are used. When

b 


L

2N

(where 2N= number of unit cells between

boundaries, defined by Eq. 9) , it follows from Eq. 10 that

i(

L) i(2Nb) i(b) 2N . (11)

Since the right-side (RS) of Eq. 9 is independent of the initial displacement that appears on the
LS, the LS must be stable with respect to additional variations in either b or 


L(either

through infinitesimal variations in the scale of either vector, or through a rigid translation of the
lattice). In general, the RS of Eq. 5 does not vanish. But a rigid translation of the lattice occurs
when ' satisfies an alternative version of Eq. 10 associated with an alternative reference frame,
in which li is replaced with a different eigenvalue i

' and the vector potential A is replaced with a
different vector potential A’ (where A and A’ differ by a uniform constant, throughout the bulk).
Because the associated transformation can be applied through an infinitesimally small

displacement, it follows that b
(Rn ) is independent of 


b. But, in order to have minimal

overlap with the GS, the allowable states associated with alternative values A’ of the vector
potential must be selected so that the RS and LS of Eq. 5 vanish. This requirement leads to the
constraint that A’ be selected, relative to A, in such a way that

ln( i(b)
i ' (b)

) i n
N

ikb, (12a)

where n is an integer, and k is one of the discrete vectors defined by the finite lattice. Here, for
the different states (associated with the different values of i(b) and i ' (b) in Eq. 12a) to be
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orthogonal (which is necessary for minimal overlap between' and GS ), each possible value of

k

ki on the far RS of the equation is required to be in the First Brillouin Zone, defined by




ki 

i

g

2N1,3

 ;NiN1, N= 8 N1 N2 N3, (12b)

where the three reciprocal lattice primitive vectors

g are constructed using,



g


b' 2

', (12c)
where 

' 1 when ' ,
' 0 when ' . Eqs.12a-c have additional implications: Because

i(b) and i ' (b) in Eq. 12a are different but are related to each other through a uniform shift
in the vector potential, associated with the requirement that the total flux, in Eq. 5 vanish,
effectively, the equation establishes a preferential reference frame associated with the bulk GS
and low-lying excited states (defined through Eqs. 10-11). In particular, in this frame, the zero
of momentum of each state is selected so that the overlap between any two states possessing
different wave-vectors vanishes (as a consequence of being orthogonal to each other). This
requirement leads to the result that when each state is selected to be initially in the First Brillouin
zone (which is appropriate when the GS is at rest, and the remaining states are related to each
other and the GS through rigid, Galilean transformations), the difference in wave-vectors (as a
result of preferentially picking the vector potential) always is required to be in the First Brillouin
zone. The associated construction fixes the relative difference between the zeroes of momentum
of the GS and the low-lying excited states, and zero of momentum of one low-lying excited state,
relative to a second low-lying excited state.

The associated restriction on the relative differences in zeroes of momentum also restricts
the implicit degeneracy associated with Umklapp processes in infinitely-repeating, periodic
lattices. In particular, in infinitely-repeating periodic lattices, Born VonKarman boundary
conditions are imposed, based on arbitrary (but large) values of



L . But since these values are

arbitrary, it is assumed that larger values can be employed. The arbitrariness in length-scale
would imply that an integer multiple of 2N could be arbitrarily added to n on the RS of the first
equality of Eq. 12a. However, in a finite lattice, the displacement vectors, 


L, are determined

unambiguously by the requirement of vanishing GS flux across a well-defined boundary (as in
Eq. 7) and that states that are related to the GS by rigid translations of the bulk be orthogonal to
the GS. In particular, when each 


ki is in the First Brillouin Zone, many-body states associated

with different sets of wave-vectors become orthogonal, provided the finite (discrete) Fourier
transform, that is used to define the Bravais Lattice vectors Rn , involves the same, discrete set of
integers (so that each of the possible integer values nthat are used in forming the lattice
vectorsRn n1


b1 n2


b2 n3


b3 are constrained by the inequality, NnN1 ).

Since i i ' 1 in Eq. 12, it follows that both GS and ' can be written using a
common functional form , in which the dependence on changes in the phase associated with
either eigenvalue (as in Eq. 12) occur through a plane-wave that changes as any of the
coordinates is displaced by a Bravais vector Rn, and through a second function u that is periodic
with respect to translations of any of its coordinates by Rn; i.e. for ' or GS ,  can be
written as

(r1,....,rn ) e
i k j rj

j


u( r1,.....,rn ), (13)
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where u(r1,.....,rn )u(r1,..ri Rn ...,rn ) for all coordinates ri. Because GS or ' can be
written using Eq. 13, the gradient of k i ri in the exponential factor simply alters the value of A
or A’ through a (trivial) gauge transformation (associated with changing the value of po ), for
each particle in the many-body Schroedinger equation of the one state (associated with Vs = Vs’ )
that differs from the other only through a change in po .

Thus, a large degree of symmetry exists, in which one, two,…n, Bravais translations, in
principle could be performed, in which the energy is not changed, while the value of po
associated with the coordinate of one (or more) particles is shifted relative to another. (This is the
origin of the generalized, double Bloch symmetry that we have previously used [Chubb, T.A.
2005, Chubb & Chubb 2001].) In fact, outside forces constrain the lattice and break the
associated degeneracy. As alluded to above, the lowest energy processes involve situations in
which, in the bulk region, the state describes a configuration of particles that is neutral (on the
average, in each unit cell), and in which all particles move with a common, velocity Vcm. In this

limit,


kiri
i
 

Vcm


m iri

i
 

MVcm Rcm


, and the vector potential for each charged particle is

measured relative to its constant zero of momentum.
In practice, determining po for the GS (and low-lying excited states) for each charged

particle (in a charged many-body system) is formidable on a microscopic scale in finite crystals
because as charge begins to accumulate, potentially large variations in electric field and charge
density can occur. (Because of the greater control that, in principle, occurs in Optical Lattices
(Denschlag et al 2002, Deutsch & Jessen 1998), the comparable problem is not as severe. Here,
the limitations are defined by the degree of disorder that appears in the vicinity of the boundaries
of the lattice, and by the degree of in-homogeneity associated with the externally applied Laser
fields and outside sources of energy associated with rotations and gravity.)

In either case, in general, it is impossible to identify GS properties based on the kind of
(simpler) rules that apply in bulk crystals, and calculations that include specific information
about non-bulk regions (near surfaces or interfaces, in solids, and at the boundaries of the lattices
in other cases) are required. In larger crystals, in solids, asymptotically, it is possible to
understand, at least in an average sense, how by averaging many terms, a number of important
approximate aspects of the associated coupling can occur in most crystals. The resulting
perturbations break the degeneracy of the lowest energy states in the “bulk solid” by fixing the
value of po associated with each particle of each state, relative to the comparable zero of
momentum of every other particle, in every other state. This requirement, also fixes the value of
the zero of energy as a function of po ; i.e. (po) for each particle and state relative to the
electrostatic zero and physical vector potential that are present in the solid. The resulting values
of (po ) define the lowest lying energy band states.

By requiring that GS GS be constant and stable with respect to infinitesimal
variations in each value of po, it is possible to derive a generalization of the semi-classical
dynamics and transport theory of charged (band state) particles (electrons and ions). Here,
provided externally applied forces F and charge vary sufficiently slowly in the external regions,
the gradient of each value of (po ) with respect to po , for a particular particle, identically equals
the expectation value of its velocity operator v, averaged over the bulk and surface regions.
Also, provided F varies sufficiently slowly, the associated changes in po, obeypo  Fdt.

Thus, a change in wave-vector

k 

p


, as a function of time, that is conventionally associated
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with each band energy in the semi-classical theory ( Ashcroft & Mermin 1976C), can rigorously
be interpreted as a shift in the zero of momentum of each state. Details about this, and its
implications on transport phenomena for the case of electrons and ions, are discussed in the next
two sections of the paper. In the final section, a comparable generalization associated with
neutral atoms is presented; in the final section, also, a number of additional important effects
(associated with coherence and the onset of broken gauge symmetry) are presented that have
bearing on an important practical problem, precision measurements of gravity, using ultra cold
atoms, and possibly on a second important effect: the evolution of anomalous forms of heat that
have been observed during the prolonged electrolytic loading of deuterium (D) into PdD lattices.

IV Semi-Classical Dynamics of Ion and Electron Band States in
Finite Crystals

The semi-classical equations of motion that have been used to describe the dynamics of electrons
in solids have never been formally justified. An important reason for this is that these equations
do not hold in general. However, using the results of section III, it is possible to generalize these
equations, formally, and explain how as a solid becomes sufficiently large, asymptotically, these
equations can be required to be valid both for electrons and hydrogen ions, in the limit of
vanishing T. The central physics involves appropriately incorporating external forces.

In larger crystals, the relevant dynamics approximately follows from averaging many
terms, either on the RS or LS of Eq. 2. This is possible when Gauss’s law applies. Then,
characteristic changes in the electric field can, in principle, be used to identify trends associated
with approximate effects involving charge distribution, which, in turn, can be used to determine
asymptotic limits and average values of many of the terms in Eq.2. In particular, the idealized
limit in which periodic order is disrupted only in directions normal to an interface (or surface)
region can be used to illustrate how changes in a boundary can alter the conventional (bulk)
picture (associated with energy bands, in an infinitely repeating, periodic solid) that can justify
why (and when) the semi-classical equations of motion for describing the dynamics of bulk
charges that occupy band states can be used to describe the conduction of charge (and other
transport phenomena) in solids, in the presence of boundaries.

In particular, in this idealized limit, the generalized form of Bloch’s theorem (Eq. 10) can
apply in directions parallel to the crystal surface (or interface). But for this case, asymptotically,
in directions normal to the surface, but sufficiently far away, both the electrostatic potential and
electric field are required to exponentially decay (on the average). When the induced
redistribution in charge associated with any applied field scales in a linear manner (which occurs
universally in metals, when the applied field is uniform and constant), exponential decay in
induced charge and its charge density also occur. The resulting coupling leads to finite overlap
between states possessing different wave-vectors in the normal direction but preserves periodic
symmetry in directions parallel to the surface. In practice, this means that in directions normal to
the surface, the values of the momentum (and wave-vector) acquire an imaginary component.
The associated perturbations break the degeneracy of the lowest energy states in the bulk solid
by constraining the value of the local zero of momentum pj associated with the local value of the
vector potential A of a particular particle of a particular state, with respect to a particular
coordinate rj, relative to the average zero of momentum po. This requirement, as a consequence,
fixes the value of any external vector potential A , at all points in the solid, and the requirement
can also define how each particle in the bulk region can interact with the electromagnetic field.
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As a consequence, once the zero of momentum, po, of the solid (as a whole) is fixed, all
states, associated with symmetries that are allowed in Eq. 10 can become possible (as opposed to
a situation in which a more limited subset of states, associated with Eq. 1, are allowed). In
particular, in the most general situation, po  p j

j

 , where pj is the minimum value of momentum

(which we will refer to as the local zero of momentum) associated with the dependence of YGS
on the coordinate rj, that asymptotically (as discussed below) can be related to a particular
particle or (in situations involving correlation) a collection of particles. Each value of pj, in turn,
is fixed by the average variation in A(rj) that can result from its overlap with GS with respect to
this coordinate.

Consistent with the requirement that changes in pj also preserve particle exchange
symmetry, pj is required to be the same for each indistinguishable particle of a particular kind.
But different kinds of particles can (and usually will) have different values of pj. In particular,
extreme situations can occur, in which through particle exchange symmetry, counter-intuitive
forms of coupling can occur (including Bose-Einstein Condensation) through energy
minimization.

Classically, the lowest value of the energy (which is a convenient definition of the zero of
energy) of a particle that possesses mass m and velocity v occurs, locally, when v=0 (so that
1
2 mv2 0). Quantum Mechanically, the same definition can also be used within particular
regions of space, but in the presence of boundaries, and when indistinguishable particles are
present, non-local forms of coupling can occur. As a consequence, in general, every coordinate
in GS should be treated as having a separate zero of energy Vj. In practice, each value of Vj is
defined (for example, using Eq. 3) through implicit matching conditions that require that changes
in the zero of energy associated with the classical turning for a particular coordinate rj (defined
by 1

2
mv(r j)

2 0) result in discontinuities in the logarithmic derivatives of GS and/or GS .
Then, as a consequence of momentum conservation, at the boundaries of the bulk, the problem of
determining Vj in the bulk is equivalent to the problem of solving an equivalent minimization
problem (which is frequently expressed in terms of a well-defined Rayleigh-Ritz variational
procedure) for each eigenvalue j(which can be defined as a generalized form of band state
energy) associated with the many-body Schroedinger equation. In particular, to determine the
GS, it is possible (and consistent with energy minimization) to define each value of Vj, using,
Vj=i , and to require that EGS  j

j

 .

The problem of solving the associated many-body Schroedinger Equation for each value
of j requires detailed information about the fluxes of particles at the boundaries of the bulk 
region as well as additional information (in situations in which correlation is present) associated
with particle exchange symmetry, including effects involving the possible exchange of internal
quantum numbers (such as magnetic spin). Because of the wide variability of boundary
conditions that can be imposed, it is not possible, in general, to solve this particular problem
uniquely without imposing particular restrictions on the behavior of GS in non-bulk regions.
But it is possible to use approximate boundary conditions associated with the relevant dynamics
in order to understand a number of key features associated with the relevant effects.

In particular, considerable progress can be made by requiring that the functional form of
the most general many-body wave function that is used to describe the GS (or in the comparable
wave function that describes the low-lying excited states) asymptotically approach the functional
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form that applies in the independent particle limit in non-bulk regions either at the boundaries of
the bulk or (provided additional constraints are imposed) far from the boundaries of the bulk
region. In particular, well-defined effects can be used to understand the behavior of the
associated state in this asymptotic limit, immediately at the boundaries of the bulk region or far
from the boundary (provided the wave function asymptotically approaches the associated
functional form far from the boundaries and is non-vanishing and continuously differentiable
between the boundary and the location far from the boundary where this functional form
applies). When this limit applies, specifically, either at the boundary, asymptotically far from the
boundaries of the bulk region, or at intermediate locations, in non-bulk regions, functional forms
associated with GS and more general functional forms that apply for wave functions  (that
describe low-lying excited states of the bulk) can be expressed using sums of products of single
particle wave functions, describing fermions and bosons. Then, in these regions, each fermion
(boson) wave function can be expressed using an anti-symmetrized (symmetrized) sum of
products of single particle wave functions.

The significance of this limit is that when it applies, it is possible to identify and order the
associated eigenvalues , based on the (conventional) nomenclature (associated with “occupied”
and “unoccupied” states) of the independent, single particle picture, used in conventional band
theory. As a consequence, values ofinvolving “occupied states” (in GS ) can be distinguished
from “unoccupied states” (that occur in the wave functions  that describe the low-lying excited
states of the bulk).

This point is significant because since any changes in pj can alter potential forms of
overlap involving a particular set of indistinguishable particles, counterintuitive relationships can
occur (associated with energy minimization) in which changes in flux (in Eq. 3) can be enhanced
or impeded by effects associated with fermion or boson occupation. These effects, which
involve changes in A(rj) that result from changes in pj, can lead to particular forms of coupling
that are required to occur. As a consequence, the energy minimization procedure is constrained
so that the total (ground state) flux of each particle (in Eq. 6) vanish when the integrations (in
this equation) are extended throughout the solid and that this flux be stable with respect to any
infinitesimal variation in pj and the changes in the zero of energy associated with this form of
variation. Because exchange symmetry does not alter the internal dynamics, it is possible to
introduce the associated effects by selecting the “global” zero of energy in an appropriate way
for each particle. This can be done either directly for bosons (specifically, deuterium nuclei, d’s,
or ultra cold bosonic atoms ) or indirectly for fermions (including protons, p’s, electrons, or ultra
cold fermionic atoms ). In particular, the value of the global zero can be equated with the lowest
(for bosons) or highest (for fermions) value of the local zero of energy (i.e., the lowest or highest
occupied band state eigenvalue ), defined, asymptotically, by the non-bulk region (independent
particle) wave function. Thus, in either (the fermion or boson) case, a single, independent, value
of can be used to determine the behavior of the GS and lowest states of excitation, based on a
relative state of motion, defined by the relative momentum between the bulk and non-bulk
regions. In particular, in a reference frame that has momentum pjk j, relative to a frame that
is stationary, the local zero of energy (associated with a particular band state eigenvalue, ) can
be defined by the value of the local zero of the (highest or lowest occupied) energy of a single
particle energy state (=(kj)), associated with possible forms of interaction that can lead to
excitations of the GS.

For this reason, in either case (for fermions or bosons), the average zero of energy can be
defined relative to the lowest –lying states of excitation, using a single value of the energy
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(which at T=0 can be equated with the chemical potential). By requiring that no changes occur
in the bulk region, relative to non-bulk regions, all energies and changes in relative momentum
between particles are fixed, with respect to the a reference frame in which the solid (as a whole),
as in Eq. 1, is allowed to move rigidly. By imposing the effects of such rigid forms of motion on
the associated dynamics, it is possible to identify the lowest energy forms of response, involving
the bulk region, with respect to outside perturbations (and forces). For this reason, the
identification of the zero of momentum and its evolution in response to external forces can be
used to identify and introduce dynamical changes in the bulk region. In particular, as a
consequence, because it is impossible to determine absolutely whether or not the bulk region as a
whole, is in motion or at rest, with respect to non-bulk regions, each value of the local zero in
wave vector kj can be used to define the lowest lying excitations of the solid. For the same
reason, the stability of the solid with respect to variations involving kj can be used to define
variations in the position and momentum of the bulk region (associated with displacements that
do not alter the internal energy of the bulk) relative to non-bulk regions. As a consequence,

relative to the local wave-vector kj

pi


(associated with the local zero of energy, defined by

the band state, (ki) , in a particular frame), within the bulk region, to determine the GS it is
required that: 1. The absolute zero (defined by <GS |EGS-H|GS >=0) of the energy be
independently stable with respect to variations of each eigenvalue, (ki), and 2. The ground
state flux in Eq. 6 (defined by 'GS ) vanish and be stable with respect to any infinitesimal
change in any value of kj (and shift in zero of energy (ki) ) associated with each coordinate in
GS , relative to its initial value. The first requirement (involving the stability of the absolute
zero) is satisfied when

(EGS H ) GS

( k j )
GS (14)

(Here, GS

( k j )
is defined using perturbation theory, through an infinitesimal change in the

effective zero of energy, (kj).) The second requirement is satisfied when


d 3n r GS

*



k j

(EGS H)GS GS
*(EGS H) GS



k j









 0 , (15)

where


GS



k j

is the gradient of GS with respect to the wave vector



k j 


p j


associated with the

coordinate rj that is used to define the position of each particle. Here, the variation with respect
to kj includes the dependence of GS on implicit effects that result from changes in the zero of
energy, and on explicit changes that occur when the momentum pj of each individual particle is
separately varied. (In particular, by rigidly shifting the zero of this value of momentum, implicit
forms of dependence occur, for example, in the plane-wave, phase factor that results from the
Galilean transformation in Eq. 1 and related, alternative, approximately coherent, forms of
motion.)

Specifically, here, the dependence on kj is treated implicitly through the change in the
zero of energy that is used to define the periodic function, u (in Eq. 13 ), and explicitly through
the dependence on kj that appears in the associated plane-wave factor (also in Eq. 13). In
particular, in the periodic function u, each coordinate rj, by construction, has associated with it
an implicit dependence on the zero of energy, through the eigenvalue (ki), that varies as the
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wave-vector, kj , is changed. Although in a finite lattice, the spectrum of possible eigenvalues
(kj) is discrete, because these values are fixed by breaking a continuous symmetry (associated
with allowing the lattice to rigidly shift over a continuum of possible momentum values), the

gradient (


(k j )


k j

) of each eigenvalue, with respect to changes in wave-vector kj is well-defined.

Also, in principle, the explicit dependence of  on kj (through the phase factor) can become
quite complicated through direct and indirect forms of coupling to the electromagnetic (EM)
field.

On the other hand, since the GS is required to have minimal coupling to outside
processes, coupling between indistinguishable particles is distinctly different from the
comparable coupling between particles that are distinguishable. Thus, it is possible to assign a
preferential gauge (and zero of momentum) to each (indistinguishable) fermion or boson, subject
to the requirement that Bose-Einstein (BE) or Fermi-Dirac (FD) statistics apply in an appropriate
manner. In unusual circumstances, coupling to the EM field also can occur through effects
associated with spin (and other internal states) that can alter the normal exchange properties
(with respect to coordinates rj associated with position) of fermions and bosons. (These effects,
in particular, can become dominant in the asymptotic limit, involving vanishing T, without
external forces.) For this reason, the manner in which variations in the zero of momentum are
required to be consistent with BE or FD statistics is intimately related to the way the system is
prepared.

But in most situations, the limit that applies at low T occurs when system momentum and
energy are minimized and minimal (maximal) occupation of momentum states by fermions
(bosons) takes place. In principle, as a consequence, it is possible that when exotic forms of
interaction are present, situations can occur (involving fermions) in which a common value of kj
can appear as a pre-factor of many different coordinates (rj) in the phase factor in Eq. 13. But
this kind of situation occurs infrequently. Thus, in most situations, when fermions are involved,
it is possible to assign a single value of kj to a single coordinate rj; while in the case of bosons
(including situations that occur in superconductors, where even numbers of fermions become
paired), because of particle exchange and coupling to internal quantum states, situations can
occur involving many particles that can possess different coordinates ri', and a common wave-
vector, kj. In general, to understand how potential coupling to a common wave-vector kj can
occur, for each set (or, potentially, subset) of indistinguishable particles, it is appropriate to
identify a set {j'} of different coordinates ({r j' } ) and momenta ({ pj ' k j' } ) of
indistinguishable particles that can have a common wave-vector kj.(= ki ,i { j' }) . Using this
fact, it is possible to write the resulting variation in GS with respect to changes kj both

implicitly (through


(k j)



k j

) and explicitly (through the phase factor), using



GS



k j


{ j '}

 GS

j'(k j )

j' (k j )



k j

i
{ j' }

r j'GS . (16)

Here, in the first term, a separate subscript (j') is used for each eigenvalue, (kj) (j'(kj)), in order
to account for the possible change in the zero of energy (j'(k j)) that can occur in each
coordinate (rj') of GS, and the separate summations in both terms extend over values of j'
associated with coordinates rj' in GS where (within the phase factor in Eq. 13) a common wave-
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vector kj is used. Also, the number of independent wave-vector ( kj') values is N 8NxNyNz

(since kj is in the First Brillouin Zone).
To identify either the GS or the lowest lying excitations of the GS, Eq. 16 must hold

asymptotically for individual terms associated with different values of j'. This means that
individual terms, associated with variations of GS with respect to its dependence on a particular
value of j' (through j'(k j) and rj' ), can be treated as being independent from comparable
variations involving a different value of j'. Then, for fermions, or for bosons, individual
contributions for each band (associated with the index j') can be identified. As a consequence,
using Eqs. 14-16, it follows that it is possible to relate the average value of the velocity of any of
the (indistinguishable) particles associated with all coordinates rj that possess wave-vector kj to
the variation in band energy using,


NF,B (k j )

j '(k j )


k j



1
m j

d 3 nr

2i

GS
* GS

rj '

GS

*

rj '
GS











e jGS
* A(rj ')GS

c












NF,B (k j )

d 3n rGS
*GS

, (17a)

where NF,B(kj)nk j
=0, 1 or 2 for fermions (depending on whether or not 0, 1 or 2 fermions with

different spins occupy the band), and for bosons, NF,B(kj)=0, or Nb, where Nb= total number of
bosons. In either case, since a common factor of NF,B(kj) appears on both sides of Eq. 17a, in the
independent particle limit (as in conventional band theory), in which GS can be written in non-
bulk regions, in terms of a sum of (suitably) symmetrized (or anti-symmetrized) products of
individual wave functions (k ), it follows that



j '(k j)



k j


1

m j

d 3r j

2i


j ' (k j )

* j ' (k j )

r j'




j ' ( k j )

*

r j '

j ' (k j )
















e jj ' ( k j )

* A( r j)j ' (k j )

c













 , (17b)

where each single particle wave function has been normalized ( d 3r j |j ' (k j )|
21) to the region

(of integration) that is used in the evaluation of the RS of Eq. 17b.
These results, which are exact for the GS at T=0, in the bulk, are the many-body

generalization (for charged particles in finite crystals) of the expression that relates the gradient
of the eigenvalue(ki) with respect to wave-vector ki to the local velocity (and current) in the
bulk region. This relationship, in turn, can be used in the semi-classical theory of conduction in
solids (which is traditionally derived, using a heuristic approach based on “independent quasi-
particles”, associated with the semi-classical theory, in the limit of bands that are derived using
infinitely-repeating periodically ordered lattices).

Eqs. 17a,b apply for ultra cold neutral atoms in optical lattices and, implicitly, in solids,
for all charged particles (potentially, including p’s, inside nuclei within the crystal), as in the
conventional semi-classical theory. But, in solids, with the exception of ions of hydrogen and
its isotopes, the average current from particular bands involving p’s or d’s and core electrons is
entirely negligible. Also, no net contribution to the current occurs when the summation over
coordinates ri (on the LS of Eq. 13) and wave-vectors- ki (on the RS) involves a filled band
(which occurs when all values of ki in the First Brillouin Zone are occupied in a particular band).
As in conventional band theory, filled bands do not contribute to the current because (ki) is a
periodic function, with respect to translations by a reciprocal lattice vector.

In the semi-classical theory, as it applies to solids, the single particle relationship
associated with Eq. 13 is used to derive particle fluxes, in which the perturbation V -V' is finite,
on the RS of Eq. 6. Then, (implicitly) surface effects are accounted for through the minimization
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procedure associated with Eqs. 14-16. This means the remaining terms (omitted from Eq. 6) in
Eqs. 17(a,b), associated with extending the many-body state into surface regions, vanish. In a
T=0 state, in the absence of an external Electric Field (


E ), this can be justified using the

asymptotic limit (alluded to above) in which both the charge and electrostatic field exponentially
decay. In particular, provided the range over which any changes associated with this exponential
decay can be appreciable is considerably larger than the characteristic length of any unit cell, the
effect of the decay can be treated using a slowly-varying (envelope) function that can be held
constant during the integration over any particular integration in a unit cell outside the bulk
region. Then, it follows that (since each integrand is periodic) the dependence of this envelope
function on the flux or normalization, globally, in the numerator and denominator of Eqs.
17(a,b), appears as a portion of a common pre-factor of a single (but distinct) integral (associated
with the flux or normalization) from a single unit cell. As a consequence, in their most general
form, Eqs. 17(a,b) hold, but how they apply requires that a particular form of coupling in the
surface region be approximately valid. In situations, where the bulk region remains neutral, and
in regions near the bulk, when the change in charge, on the average, decreases in a smoothly
varying fashion, that occurs over many unit cells, within any particular cell, V-V' can effectively
be viewed as not being altered by the presence of the surface. In this region of slowly-varying
decay in charge and potential, from unit cell to unit cell, the net force that is applied at the
boundaries of the solid can be averaged over many cells. Then, over the surface region, V-V' can
be approximated using a classical force, multiplied by the distance where non-neutral forms of
force apply. In this limit, the applied force merely shifts the zero of energy.

Thus, in this limit, to maintain charge neutrality, it is possible to have a net flux of charge
across the boundaries of the solid, in which the flux imbalance is defined classically through the
differences in


E (associated with averaging the value of 


E over the entire solid) in regions (near

surfaces and interfaces) where charge can accumulate. In particular, always, at sufficiently low
T, net flux of all charged particles to and from the bulk region vanishes. This can occur when
equal amounts of charge enter and leave the bulk, in which the zero of momentum of the many-
body state is allowed to shift, uniformly, and the only net force acts on all of the particles
uniformly. Then, effectively, a change in momentum at the boundary of the bulk leads to a
perfectly rigid change in which all particles in the bulk move with a constant (fixed velocity) that
is equivalent to a perfectly rigid form of interaction in which, effectively, all outside forces
impart momentum directly to the CM of the solid. The associated shift is defined by the limit in
which A and A' are different, non-uniform and non-periodic in the surface region but are
required (on the average) to be uniformly constant in the bulk. This leads to a uniform (but time
dependent) shift in the zero of momentum of the bulk, as defined by its instantaneous motion,
relative to a particular initial time, and by the resulting coupling to the vector potential and static
electromagnetic fields.

Since the bulk region is neutral, on the average, the value of its center-of-mass
momentum is Pcm,o=po=MbulkVcm,o,, where Mbulk is the total mass of the bulk, and Vcm,o is the
absolute velocity of the bulk region. But since neither Mbulk or Vcm,o can be measured (and
neither quantity is conserved) without introducing external charge, it is only possible to relate
Pcm,o, to the total CM momentum Pcm associated with both the bulk region (Pcm,o ) and non-bulk
region (=Pcm,nb ) values of the momentum, using the relationship, Pcm= Pcm,o+ Pcm,nb, and to
changes in the velocity Vcm of the CM of the solid. In particular, in the absence of external
electromagnetic fields (and external vector potentials), near the GS, provided the solid is neutral,
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on the average (with respect to individual unit cells), it follows that averaged over bulk and non-
bulk regions, Pcm=MVcm = Pcm,nb+Pcm,oPcm,nb+po ,where M=total mass of the solid.

But at the boundaries of the bulk, a net accumulation of charge can occur, which means
that although it is not possible to measure MbulkVcm,o directly, it is possible to impose the
requirement that, instantaneously, as a function of time (as T0), no net acceleration of the bulk
relative to non-bulk region be allowed to take place. When this is true,
dMVcm

dt


d(Pcm,o po )
dt

0 , which means that dpo

dt


dPcm,nb

dt


dPcm,o

dt
.

Since there is no charge, on the average, in the bulk, it also follows that the requirement

that dMVcm

dt
0 instantaneously, as T->0, also applies both for the sum of forces that act

independently either on (all) negatively or positively charged particles. Also, because positive
and negative charges respond to external fields by accelerating in opposite directions, the
requirement that zero net flux of particles (or energy) occur at the boundaries of the bulk region
implies that in the GS, the net currents from bulk and non-bulk regions, associated with positive
and negative charges, separately vanish. Then it is possible to define an instantaneous rate of

change dpo

dt
of the zero of momentum, respectively, dpo

dt


dpo
j

dt
, or dpo

dt


dpo
j'

dt
for positively or

negatively charged particles in the bulk region. For this reason, although it is not possible to
determine, unambiguously, the value of the CM velocity Vcm,o of the bulk region, it is possible
to relate changes in the flux of each kind of (positively or negatively charged) particle (and the
associated currents) that result in response to changes in applied fields, based on the assumption
that the bulk region remains in its ground state.

In particular, the resulting changes in flux occur through changes in Mbulk that result from
the requirement that all changes in the bulk occur through rigid (Galilean) translations that only
alter the many-body state of the GS by shifting the local zero of momentum of each coordinate
(and total zero of momentum of the bulk). The changes in momentum (and mass) can be
inferred, using Gauss's law (which is required to define the boundaries of the bulk region, and of
the entire solid), and the following requirements: 1.For each rigid shift (through an effective

Galilean transformation) of the bulk, separate values of po =t dpo

dt
t

dpo
j''

dt
accompany the

shift in momentum. (These values of po have opposite sign for situations associated with
positively charged particles, which occur when j’’=j, as opposed to situations associated with
negatively charged particles, which occur when j’’=j’.) 2. Each value of po (po=po

j or
po=po

j' , respectively for all positively or negatively charged particles) for each shift leads to a
constant, uniform change of the vector potential in the bulk, and 3. The ground state, in bulk
regions, is not altered by the sum of the two shifts, which means 4. The sum of externa1 forces F,
associated with changes resulting from the two shifts, vanishes at the boundaries of the bulk

region. To determinePcm ,o
j and Pcm ,o

j' , it follows that in the surface region E A
ct

, and

A 0 . Then, in the presence of a constant, spatially uniform, externally applied 

E field, and

constant, spatially uniform B field, or both, the difference between an externally applied vector
potential A(x, t)and the (time independent) ground state vector potential Ao ( x) (that is used to
define Pcm,nb ) is defined by


A(x, t)Ao(x) (


Ect

Bx
2

) . (18)
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The fourth requirement is satisfied when with respect to the ground state, externally
applied forces in non-bulk regions are balanced in the same regions by existing forces. As a
consequence, formally,

dM jVcm
j

dt
(

d
GS

j | Pcm ,nb
j e j /cA(x j) |GS

j 
GS |GS 

dt
)



GS

j |
i[Ho,Pcm ,nb

j ]



e j

E


e j v(x j)
c

B] |GS
j 

GS |GS 
0 ,

(19a)
where v(xj) (=velocity of positively charged particles, as defined by Eq. 3), the only
contributions to the integrations in the numerator occur from the non-bulk region (and its
boundaries), Ho is the Hamiltonian, in the absence of outside perturbations, and the expectation
value associated with the commutator, <GS |i[Ho,Pcm

j
,nb]| GS > , does not vanish because it

involves an integration over a finite, limited volume (the non-bulk region). Also, here, and
throughout, the notation GS

j in the numerator of Eq. 19a, and the associated short-hand,

notation Pcm ,o
j -

e j

c
A(x j ,t) in the first line, and subsequently, in the second line, refer to the portion

of the expectation value of Pcm,nb-e/cA(x,t) in which the charge ej and the vector potential A and
momentum Pcm ,nbare restricted to coordinates xj, that involve positively charged particles. In
practice, this means that xj refers to a location where e j=|e|, and the dependence associated with
changes in Pcm,nband changes in the electromagnetic fields, are included at locations where
positively charged particles are allowed to couple to A, through overlap between GS and
e j A(x j , t) . Eq. 19(a), and remaining equations describing the evolution of the zero of
momentum, as written above and below, apply for positively charged particles. They also can be
used to determine the zero of momentum that applies when the coordinates r j (associated with
positively charged particles) are replaced with the comparable coordinates, rj' (associated with
negatively charged particles) and each positive charge e j is replaced with a negative charge
e j 'e j .

Because relative changes in Pcm alter the wave function globally (as in Eq.1), in
establishing the zero of momentum (and velocity), changes involving the CM momentum in the
non-bulk regions can be used to define comparable changes in the bulk region. Specifically,

when dMVcm
j

dt
0 (as in Eq. 19a), for the CM, it is possible to define a separate change in CM and

force, associated with each positively or negatively charged particle ( where j=j for positively
charged particles, and j=j’ for negatively charged particles). This means that
dPcm

j

dt
dMVcm

j

dt


dPcm ,nb
j

dt


dPcm ,o
j

dt
0, and dPcm,nb

j

dt
dPcmo

j

dt
0. But then since the integration in

the numerator extends only over the non-bulk region, it follows from Eq. 19a that


GS oPcm

j GS|nonbulk

GS |GS 
- dPcm ,nb

j

dt


dPcm,o
j

dt

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
e j


E


e j v(x j)

c
B. (19b)

Also, from Eq.17a, it follows that for all particles, the average value of the total velocity v(x) (as
in Eq. 19a) of a particular kind of particle can be expressed, using

nk j
k j

(k ) 
j

 d 3r jv(x j)
j

 .(19c)

This relationship holds either for positively or negatively charged particles, and the sum over j
involves all possible occupied and unoccupied band state eigenvalues (for each kind of particle):
It also follows from the definition of Pcm ,o

j ,



dPcm ,o
j

dt
 dki

j

dt
{i}

 . (19d)

But then when Eqs. 19d and 19c are substituted into Eq. 19b, separate summations involving kj

occur on both sides of the resulting expression. In particular, for each value of

dk i

j

dt
(from the

summation on the RS of Eq. 19d) that appears on one-side of the resulting expression, a
comparable term, of the form, k j

(k )  d 3r jv (x j ) (from the summation on the LS of Eq. 19c)

appears on the opposite side of the expression. Because any value of momentum is possible,
each summation can involve a limited (but the same) number of terms. Thus, for the equation to
be valid, for arbitrary forms of occupation, it follows that the dependence on the local zero of
momentum (through k) is systematically required to be balanced, term by term, on both sides of

the equation. This means it is possible to assign a local, time-dependent change ki 
tdki

dt
for

each component ki of the wave-vector, independently, for positive or negative charges. Then,
using Eqs. 19a-d, it follows that for each value of the local zero of the wave-vector k, and for
each particle,



dk
dt

e j ''


Ee j' '

k(k)
c

B . (20)

As a consequence, a separate (positive or negative) shift k of the local wave-vector zero
occurs for each (positively or negatively charged) particle. In each case, the magnitude of the
shift is the same for each kind of particle for each value of k. For the GS in bulk regions, no net
change in charge occurs. Because some charge can leave the solid and because (in the presence
of magnetic fields) the effects associated with the gradients of the band state eigenvalues are
different for ions than electrons, for each value of k, k is very different for positively or
negatively charged particles. Thus, effectively, ions and electrons can (and will) move with
different velocities. In particular, as a function of time, Eq. 20 implies that all of the various

wave-vectors are shifted by


p( t)


, based on Eq. 20, in bulk regions. (The positive value is

used for positive charges, and the negative value is used otherwise.) Then, when charge is free
to flow into and away from the bulk region, a quasi-steady state can evolve, that can be
described, based on the interpretation that each "particle" moves (in the sense that its average
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current is described by Eqs. 17(a,b)), while its wave-vector changes in time, from kko to


kko e

(E k/cB)t


.

The associated picture is a generalization of the semi-classical equations of motion (that
are used in the associated theory of conductivity and transport). A requirement for its success is
that the bulk region remain neutral and a quasi-equilibrium be established, in which charge in
non-bulk regions redistributes itself sufficiently rapidly that the value of t not become so large
that the value of k is forced to be comparable to a reciprocal lattice vector G1. If this occurs, in
fact, the zero of momentum of the bulk can become sufficiently large that each wave-vector is
shifted by the same finite, amount. In the associated effect, which is the basis of Umklapp (or U-
) processes, Zener tunneling and Bloch oscillations, all charged particles of a particular kind
instantly acquire the same amount of momentum, and the bulk region, as a whole, recoils,
relative to the surface.

In infinitely-repeating lattices, it has not been possible to rigorously identify bounds for
the magnitude of momentum that can be transferred from the bulk to surface regions during such
a form of rigid translation. Instead, a more approximate procedure, based on an approximate
collision theory has been employed. In fact, as discussed in the next two sections, in finite
lattices, it is possible to quantitatively establish precise bounds, associated with crystal size and
the occupation of energy band states, for the magnitude of the potential transfer of momentum in
Umklapp processes.

V Charge Transport at Finite T, in Finite Lattices

The semi-classical transport equations (Eqs. 17 and 20) apply only when the total force provided
by non-bulk regions is approximately uniform over a sufficiently large (surface region) volume,
where the charge exponentially decreases with increasing distance from the bulk region, and is
balanced (through a shift in the zero of momentum) by an effective force provided by the bulk
region. In general, the associated decay can occur at locations r where the effective, local kinetic
energy, (= d 3nr ' (GS * (r '1 .....r 'n )

j


k

nkj (k )V )(r r j ' )GS (r '1 .....r 'n ) ) is negative.

In practice, near the ground state configuration in a real solid, this decay increases
monotonically, and exponentially with increasing distance z, above a plane defined by the
classical turning point of the highest occupied, band state energy. As a consequence, in
sufficiently large solids, these equations describe the time evolution of the zero of energy of any
of the possible configurations of charge (in the bulk) in which the velocity flux of each type of
charged particle (into and away from the region) vanishes. Also, they describe the rate of charge
flow, in this context, only when the bulk region remains in its ground state.

Although at finite T, these equations do not apply, it is possible to derive more general,
approximate transport equations (again in the limit of sufficiently large crystal size) that lead to a
common rate of charge flow (for each kind of particle) at finite T. In particular, at finite T, since
particle velocity flux is never rigorously conserved across all boundaries, the total energy and
wave function normalization, within the bulk are not conserved. Despite this fact, beginning
from a particular, many-body state configuration, within the bulk, it is possible, formally, to
identify the dominant resonant processes, which asymptotically describe the average, temporal
behavior of the bulk region over sufficiently long intervals of time, at low (but finite) T.
Formally, in a finite solid, the associated transport equations can be derived either by introducing
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complex values of the energy or time (or both) and by using perturbation theory, in a manner that
is similar to the standard ( R-matrix [ Burke & Berrington 1993 ] and/or finite temperature,
Dyson-Wick expansion theory [Bruus & Flensberg 2004, Lipavsky et al 1986]) many-body
techniques that have been employed, previously, in infinitely-repeating lattices, and more
recently in finite crystals (based on semi-empirical models [Burcin Unlu et al 2004]).

In particular, the same kinds of diagrammatic techniques and time ordering procedures
(involving ordering of complex values of the time, along closed contours [Lipavsky et al 1986])
can be applied to each kind of particle, in order to derive approximate (Boltzmann-like) rate
expressions based on the semi-classical limit of the Generalized Kadanoff Baym (GKB)
equations ( Lipavsky et al 1986, Langreth & Wilkins 1972 ). In the past, qualitatively, the impact
of finite size effects has been assessed ( Burcin Unlu et al 2004), based on the approximate
picture that the underlying equations describe the time evolution of the quasi-particle states
associated with the solid. In fact, a more rigorous picture applies: As opposed to describing the
evolution of “quasi-particles”, the semi-classical equations describe the possible evolution of any
of the possible zeroes of energy and momentum that can be present (associated with a particular
coordinate in the many-body wave function) that are initiated at low T in response to a Galilean
transformation, defined by the shift in momentum of the bulk, as a result of externally applied
forces.

From this, more precise picture, it is possible to include finite size effects more
quantitatively. Also, although in general it is impossible to address many problems associated
with the complete many-body problem, even in the long time limit, asymptotically, as a
consequence of the implicit gauge symmetry (associated with translation symmetry of the bulk),
formally, it is possible to identify a number of general features (that become dominant at low T)
associated with fluctuations in the zeroes of energy and momentum of all or a portion of the
particles in the many-body system. In particular, as a result of the associated, implicit
symmetry, in the bulk, the ground state of the many-body system must be stable with respect to
any variation of any of the possible zeroes of momentum, associated with a particular coordinate;
while, for sufficiently large crystals, the lowest energy fluctuations occur through forms of rigid
translations (Galilean transformations) that preserve particle-particle separations, in the bulk
(which, as shown below, are Umklapp processes, in which the zeroes of momentum of all
particles are uniformly shifted, by the same, constant amount).

These Umklapp-like processes are the dominant low-energy fluctuations because they
preserve translation symmetry in the bulk. This fact can be justified formally, using the
Lippman-Schwinger equation(LSE) ( Levine 1999, Schwinger 1990), or, equivalently, from R-
Matrix Theory (Burke & Berrington 1993). In particular, in general, if o is the wave function
that describes any of the initial, possible, low-lying, many-body states that are associated with
either a particular region of space, or some finite portion of the energy (and momentum)
spectrum, or both, through excitation and/or de-excitation of the initial state, an outside
perturbation V will induce overlap between o and one or more states associated with a
different (“forbidden”) region of space or portion of the spectrum. It follows from the LSE (as
well as R-Matrix theory) that the general rate of reaction

R lim
t

 d 3nr o
( r1,...,rn , t) o

(r1,...,rn ,t)
t

2

(or, equivalently, lifetime 
1
R

), defined by the

long time limit of the difference between the asymptotic form that o approaches in the distant
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future (o
) and past ( o

) that results from excitation/de-excitation of the system, is given by
(Schwinger 1990):


R 1


2

o |V(E H)V | o 


2


(E E exact (CF )
F

 ) |o |V | exact (CF) |2, (21)

where exact(CF) is any many-body state, possessing a particular configuration (denoted by CF )
of particles that solves the Schroedinger equation of the exact Hamiltonian, H, associated with
the exact potential V, and Eexact(CF) is its energy.

In the situation (associated with Umklapp-like processes) in which the perturbation
preserves translation symmetry in the bulk region, V vanishes except in non-bulk regions. For
this case, the set of initial many-body states corresponds to the set of (degenerate) states
associated with the bulk region, in the absence of overlap with non-bulk states, and the
perturbationV V V ' induces the associated broken gauge symmtery that results from the
overlap between these sets of states. But because of the energy-conserving delta function, in Eq.
21, in the associated summation over configurations, exact(CF) and o both have the same
energy E. But because, formally, the inner product between states that have the same energy is
independent of time, Eq. 21 can be re-written, using Eqs. 1-3. In particular, Eqs 1-3 imply that


i d 3ro | v( r) |exact (CF ) o |V |exact (C F ) 


i d 2ro |v (r) |exact (CF ) 

S



 . (22)

Here, we have used Gauss’s law and the definition of v(r) ( given in Eq. 3) to convert the volume
integral on the LS of the equation (in a formal sense) into a sum of surface integrals. The sum
extends over the boundaries of all of the regions where the divergence on the LS, effectively, can
become discontinuous. In particular, Eq. 21, in principle, can be applied to situations, in which,
locally, violations in particle number and/or momentum conservation in the initial state are
allowed to take place. This can occur as a result of discontinuities in momentum, vector
potential or both, that can result from any broken gauge symmetry, over a region of any size.
The summation on the RS extends over the boundaries of all of these “forbidden” regions.

In principle, each term in this summation can be viewed as an integral representation of a
contribution to the matrix element of a particular scattering event. Substituting Eq. 22 into Eq.
21, we can relate the total reaction rate R to the square of a matrix element, derived exclusively
from the total net flux of particles into and away from the “allowed” region (associated with any
of the allowable states that have particular energies or momentum and/or are confined to a
particular region):


R 1


2 (E E exact (CF )

F

 ) | d 2ro | v( r) |exact (CF ) 
S

 |2,


 (23)

In its most general form, the forbidden region boundaries can refer to locations where any
“collision” (associated with the regions involving discontinuous changes in momentum) can
occur.

Three key points associated with Eqs. 22 and 23 are: 1. Finite, but non-vanishing values
of R occur when the overlap of exact(CF) and o with V-V’ is finite but non-vanishing; 2. In
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situations involving rigid (Mossbauer-like) translations, resulting from Umklapp-like processes
that transfer momentum to the CM of the solid, this overlap vanishes in the bulk region, but
because of the large degeneracy associated with the underlying gauge symmetry, many
configurations are allowed (and are required, as a consequence of the energy-conserving delta
function) to contribute to R; and 3. by construction, these translations alter the momentum only
at the boundaries, can be infinitesimally small, and for sufficiently large crystals, are the lowest
lying excitations.

Eq. 23 is a many-body version of a general set of equations that have been used either to
describe scattering or to compute bound state eigenfunctions and eigenvalues of low energy
electrons in solids. In particular, when the equation involves only a single particle, it reduces to
the familiar rate expression that is used in multiple scattering theory ( Gonis & Butler 2000 ).
The generalization, associated with including more than one particle, which has been referred to
as Generalized Multiple Scattering Theory ( Chubb & Chubb 2000 ), in its most general form (as
in Eq. 23), in principle, can be used to identify bounds for particular processes, provided it is
possible to make plausible assumptions about the many-body wave function, its gradient, and the
behavior of the vector potential, in various regions of space. In situations involving reduced
values of R, associated with near ground state configurations, it is possible to use Eq. 23 to
identify the impact of boundaries on potential forms of coherence (especially broken gauge
symmetry).

In particular, beginning from Eq. 23, it is possible to identify the onset of new forms of
broken gauge symmetry, associated with possible ionic conduction that can occur in situations
involving high-loading (defined by the limit in which x1 in PdHx ) of atomic hydrogen (H)
and/or its isotopes into palladium (Pd), in finite size crystals ( Chubb & Chubb 2000 ). The
associated forms of coherent (resonant) interactions occur because of the large degeneracies
associated with the energy conserving delta function when the energy E is small and/or the
dominant scattering processes involve a small number of coherent interactions. In these kinds of
situations, Eq. 23 can be used to identify and model the lowest forms of excitations. As
discussed in the next section, beginning from Eq. 23, it is also possible to estimate critical values
of fluxes of momentum, and temperature, associated with outside perturbations, in the presence
of broken gauge symmetry, that can induce instabilities that can invalidate particular transport
models.

At finite, but low T, these excitations provide the dominant forms of interaction. As a
consequence, in principle, beginning from the Ground State, it is possible to describe the time
evolution of the lowest energy fluctuations of the system, based on the GKB formalism, by
generalizing an earlier procedure ( Lipavsky et al 1986). Specifically, formally, based on the

identity, 2(x ) i lim
0

[ 1
x i

 1
x i

], it is always possible to re-write Eq. 23, in the form,



R
1

lim

0
d 2r'

S
'

 d 2ro |v(r)(i)
S

 P(C F )[
1

E Hexact i


1
E Hexact i

]P(C F )v(r' ) | o ,
,'

 (24)

where, formally,
P(CF )P(CF )P(C F )  exact (CF)

F
 exact (CF ) , (25)

represents the projection of the exact wave function onto the possible configurations that have

appreciable overlap with the lowest-lying excited states, and 1
E H exact i

and 1
E H exact i

,
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respectively, are potential representations of the inverse of the (many-body) operators defined
by the differences ( E Hexact iand E H exact i) between the complex energies E iand
E iand the exact, many-body Hamiltonian Hexact (in first quantized form) associated with the
many-body Schroedinger equation.

As in applications of the single particle, quasi-particle, band theory picture to the many-
body transport problem, involving infinitely-repeating lattices, in the more general situation,
considered here, involving transport phenomena in finite lattices, it is convenient to adopt a
second quantized picture, involving occupied and unoccupied states. This can be accomplished,
beginning from the first quantized representation, associated with Eqs. 1-25, by introducing new
coordinates into each wave function  that asymptotically include the dependence in the various
rate expressions, associated with non-vanishing contributions to the total flux, in which far from
the bulk region, the associated contributions asymptotically (as in the case of the coordinates
associated with particles in the bulk) approach the amounts that would be present, in a separable
situation, in which single-particle (excited states) can be used to represent excitations of the
many-body state from the ground state.

This is equivalent to allowing for the possibility that the dependence of the initial and
final state many-body wave functions on some of the coordinates asymptotically (in the limit in
which both states are nearly degenerate) include external sources of particles that have vanishing
flux in the GS but can induce excitations in the bulk at particular rates, defined by Eq. 24. In
practice, this can be accomplished by increasing the set of wave-vectors ki and coordinates
(associated initially with the NT spatial coordinates ri of the particles that have non-negligible
flux at the boundaries of the bulk). In particular, the lowest energy fluctuations are defined by
the possible rigid (Umklapp-like) translations, associated with situations in which each possible
value of k i is in the First Brillouin zone. As in conventional single particle band theory, the
transport phenomena involving the coordinates associated with the hole-like states, which
effectively involve negative charge relative to the charge associated with the coordinates that
asymptotically approach occupied (“particle-like”) single particle states, in the limit of near-
degeneracy, is closely related to implicit symmetries (and coherence), that result from rigid
translations (involving Umklapp-like processes).

Eq. 24 is rarely useful because of the large number of configurations and degrees of
freedom that are required in the equation. In the band theory problem, on finite lattices, near
T=0, the equation is useful for defining limits associated with the Umklapp-like processes that
preserve periodic order (and the associated degeneracies) in the bulk region. At higher values of
T, Eq. 24 can also be used to derive approximate (Boltzmann-like) transport equations,
associated with the GKB formalism and to quantify limiting effects associated with particular
time- and length- scales that restrict the validity of these kinds of equations in finite lattices.

In particular, near equilibrium, in the weak scattering limit, in infinitely-repeating,
ordered lattices, historically, the microscopic theory (derived from the GKB formalism
[Lipavsky et al 1986] ) of transport phenomena (associated with heat and electrical conduction)
involving electrons and holes has been developed, based on a perturbation expansion, in terms of

retarded (GR ( rt,r ' t' ) 
k

 dw
2 k(r)k

* (r ' )
w (k) i

eiw( tt' )) and advanced

(GA (rt,r ' t' ) 
k

 dw
2 k( r)k

*(r ' )
w (k) i

eiw(tt' ) ) electron Greens functions of the unperturbed (mean

field) Hamiltonian, an assumed functional form for the single electron (hole) density matrix,
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<(r,r’,t) (>(r,r’,t)), and an assumed model of the single-particle and many-body potential (also
referred to as the effective scattering potential). In fact, in the weak scattering limit, in infinitely-
repeating, periodic crystals, in principle, it is possible to derive the same transport equations,
using Eqs. 24 and 25, directly, by formally expanding the effective inverses of the exact
Hamiltonian (as they appear in Eq. 24) in terms of GA ( rt,r ' t' ) and GR( rt,r ' t ' ) , to the desired
order in the effective scattering potential and averaging over initial state energies.

Superficially, this alternative strategy for developing transport equations might seem to
have little practical value because the same kinds of limiting approximations are necessary that
are used in the existing strategy. In particular, in both situations, it is possible to derive transport
equations by performing a Fourier transformation with respect to the difference variables r-r’ and
t-t’. But it is only possible to perform this form of transformation (which is referred to as a
Weyl-Wigner transformation[ Buot 1993; 1974]) by expanding the quantities (which are already
part of a larger expansion) in terms of a second expansion, involving gradients (and higher order
derivatives) of the various quantities associated with the initial expansion. In order for the
associated expressions to converge rapidly, the effective scattering potential can only enter in a
quasi-classical way, in which individual scattering events occur rapidly but are required to be
separated by long intervals of time. For this reason, the limitations of transport equations, based
on the GKB formalism, even in infinitely-repeating, periodic lattices, are not well-defined.

Starting from Eq. 24, the derivation of transport equations, from the associated
perturbation procedure is equivalent to the GKB formalism because of inherent approximations
involved in the perturbation expansions that are present when either approach is adopted. In fact,
Eqs. 24 and 25, in principle, provide a complete solution to the many-body problem and (after
suitable averaging is performed over the initial state) contain all of the information associated
with any problem, involving transport phenomena. An important point is that to be useful, it is
necessary to identify particular time-scales and regions of space in Eq. 24, where particular terms
contribute with comparable magnitude to the total rate. The GKB formalism provides a
particular, systematic procedure for identifying sets of terms that contribute in this way. (For
this reason, it is possible to develop the associated GKB transport equations, beginning from Eq.
24.) However, this procedure has limited validity.

Because Eqs. 24 and 25 apply to more general, many-body situations, they can be
especially useful in situations involving exact or approximate solutions to a particular problem.
In particular, for example, when a solvable problem has an approximate solution in one region of
space or as a function of energy and momentum, that asymptotically approaches an exact
solution, as a result of variations of an externally applied, or internally-evolving potential, Eqs.
24 and 25 can be used to quantify the impact of changes in the potential on the rate (or lifetime)
of a particular, many-body, resonant process. In the case of finite lattices, this feature can be
especially useful since it can be used to quantify the impact of finite size on phenomena
associated with transport, or with coherence, or both.

The ability to monitor the lifetime of particular resonant processes involving approximate
solutions of a many-body problem can be especially useful for identifying critical time-scales
associated with interactions between different kinds of particles. In particular, for example, in
principle, collision rates, derived from Eq. 24, can be used to monitor the effects of over-lap and
time-scale on the transition between adiabatic and non-adiabatic processes and forms of coupling
involving vibrational (phonon) motion of the heavier, (nucleus + core electron) ionic cores (of
atoms) and the lighter, conduction/valence electrons, in solids. In problems involving the
behavior of ultra cold, neutral atoms, in optical lattices, critical length- and time- scales can be
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identified for performing precision measurements of gravity, acceleration, and related quantities.
In the next section, a related problem (the identification of critical length-scales for precision
measurements of gravity gradient, through resonant, tunneling processes, in finite lattices),
associated with applying Eq. 24 is addressed.

VI Onset of Broken Gauge Symmetry and Coherent Effects Involving
Charged and Neutral Particles in Finite Lattices

In the limit of finite, but vanishingly small T, beginning with large (but finite) values of
, as a result of gauge symmetry (and the onset of broken gauge symmetry), Eq. 24 also can be
used to identify and isolate a hierarchy of coherent Umklapp-like processes, associated with
rigid, Galilean transformations, in finite lattices. In particular, to understand the origin and
significance of these kinds of processes, general features of the associated forms of overlap and
coupling (through broken gauge symmetry) to non-bulk effects can be identified, without
averaging Eq. 24 over initial state energies (as opposed to situations, associated with higher
values of T, where this kind of averaging is required).

An important reason that this is possible is that broken gauge symmetry is initiated
through processes that reduce the degeneracy of the system. In particular, the GS is required to
have the lowest degeneracy and minimal overlap with other states that are related to it (in the
absence of broken gauge symmetry) by rigid Galilean translations. Broken gauge symmetry
reduces the overlap between the GS and these states (which are the lowest-lying excited states)
through shifts in the zeroes of momentum of the various indistinguishable particles. Formally, in
order to include the most general forms of processes that break gauge symmetry, it is necessary
to include coupling between all (occupied and unoccupied) states (as opposed to only the
occupied states), involving all energy eigenvalues, for all possible values of ki that, in the
absence of broken gauge symmetry, are required to be degenerate, as a consequence of the
invariance of the bulk, with respect to rigid Galilean translation symmetry. For this reason, the
many-body wave functions for the lowest-lying excited states and the GS are all required to
include effects associated with the variation in the zeroes of all possible CM momenta, for all of
the wave-vectors in the First Brillouin zone, in each filled band, and for all of the states in the
highest (lowest) occupied fermion (boson) band. It is possible to include these additional
dependences (which are implicit in the second quantized picture), by redefining NT to be the
number of coordinates associated with variations in the zeroes of momentum of all of the
particles in the bulk and with fluxes that can remove or introduce particles into the bulk through
finite overlap with the GS (in regions of the bulk solid) that can take place through rigid
translations that preserve the degeneracy associated with rigid, translational symmetry.

In particular, to describe the lowest-lying excitations, it is necessary to relate the
individual coordinates (r1, ....,rN T

) of the various particles in the many-body wave function to the
coordinate Rcm associated with the CM, the separation variables rij that describe the difference in
the position of each particle from the remaining particles, and the total mass M of the collection
of particles. The general relationship between the general coordinates (r1,....,rNT

) and Rcm and rij

is:

rij ri rj rji; Rcm 

mi
i1,NT

 ri

M
. (26)

It follows from Eq. 26 that
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ri 
m jrij

M
Rcm; r j ri rij

ji

 ( j i) , (27)

and that

ri
mi

M
R cm

 rij

ji
 ri Rcm

; rj


m j

M
R cm

rij
, ji , (28)

where the summations in Eqs. 26-28, in principle, should be carried out over all NT particles in
the many-body system. In fact, the only contributions that are relevant in evaluating Eq. 24
occur from particles that have non-vanishing flux at the boundaries of the bulk region (and in
what follows, NT will be refer to the smaller number of particles that satisfy this constraint).

When the associated processes involve rigid translations (as in the potential overlap
between the GS and/or the lowest energy excitations, associated with Umklapp-like processes),
in the bulk region, the separation variables ( rij ) are held fixed. As a consequence, in the
evaluation of the surface integrals, at the boundaries of the bulk,

riRcm
exact (CF) |boundaryri j

exact (CF ) |boundaryri Rcm
o |boundaryrij

o |boundary0, (29a)
for each internal coordinate ri Rcm , associated with the position ri of a particle, relative to the
CM coordinate Rcm and each separation variable rij . It also follows (as a consequence of Eq.
28) that

ri
exact(CF ) |boundary

m i

M
Rcm

exact(CF ) |boundary; ri
o |boundary

mi

M
Rcm

o |boundary (29b)

Umklapp-like processes are dominant for sufficiently large lattices because: 1. In the
absence of interaction (through fluxes of particles at the boundaries of the solid), it is never
possible to determine if the bulk region is in motion or at rest; 2. Umklapp-like processes are
equivalent to gauge transformations that preserve this symmetry, in the bulk. In particular, Eq. 1
is not valid in general (as a consequence of broken gauge symmetry). But it does hold
(effectively) in the evaluation of contributions to the RS of Eq. 24, when the differences in
velocity between each kind of indistinguishable particle associated with an initial and final state
(GS or a low-lying excited state) preserve periodic order. This follows from the fact that by
construction, when exact (CF ) and o are low-lying excited states, both states obey the
generalized form of Bloch’s theorem (Eq. 10) and, as a consequence, are required to have a
functional form, defined by Eq. 13. But because u(r1,....., rn )u(r1,..ri Rn ...,rn ) in Eq. 13, it
follows that

u(r1,.....,rn )
Rcm

0 . (30)

It also follows from from Eqs. 26 and 27, that the phase factor k iri
i

 in Eq. 13 can be re-

expressed, using the expression

k iri 
i


kij rij

Mji1,N T


i1,NT 1

 kcm Rcm , (31)

where

kij 
m jki mik j

M
(32)

and
kcm  ki

i1,N T

 . (33)
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Here, as in Eq. 13, each value of k i is in the First Brillouin Zone. Eqs. 30 and 31 imply that any
wave function ( r1,.....,rn) that has a functional form given by Eq, 13 obeys the equation,




i
(r1,.....,rn )

Rcm

kcm(r1,.....,rn ). (34a)

But when the transition involves a rigid translation of the bulk region, the only contributions that
appear on the RS of Eq. 24, involve fluxes associated withR cm

exact (CF ) and R cm
o . Then,

becauseexact (CF ) and o satisfy Eq. 13, Eq. 34a holds when (r1,.....,rn ) exact (CF ) or
(r1,....., rn ) o . As consequence, the contribution to the flux that results from a rigid
translation in Eq. 24 from each indistinguishable particle can be derived using the transformation
associated with Eq. 1. In particular, by construction, if net particle flux is conserved (as in Eq.
7), in the neighborhood of the boundaries of the bulk, any momentum flux into and away from
the bulk is balanced by a change in the vector potential, associated with a preferential choice of
gauge (that establishes the fact that no net particle flux can take place).

By construction, as a consequence, the condition that no net flux be present allows us to
always define the zero of momentum, associated with a particular value of the wave-vector,
along a well-defined boundary, in such a way that different wave-vector states (as in Eq.12) be
orthogonal. In a situation involving a rigid translation, however, a net flux can be present
because only CM motion takes place, as a consequence of Eqs.29a-30, and it is no-longer
possible to preferentially select the relative zeroes of momentum (associated with particular
gauge transformations) in this manner. But relative to the initial bulk region, in all sub-lattices,
except those that include the boundary, it is still possible to require that different wave-vector
states (defined by the different sub-lattices) remain orthogonal (since at the boundary of any of
these sub-lattices, net vanishing particle flux holds). Also, no net flux of particles enters or
leaves these regions since by construction, the lowest-lying excitations obey Bloch’s theorem.

But in the regions that do include the boundary, states that have different sets of wave-
vectors are no longer required to be orthogonal (since the boundary breaks translation
symmetry). Also, since charge can accumulate in these regions, the precise location of the
physical boundary is not well-defined, and it is possible for physical charge to accumulate. In
general, the many-body wave function must remain continuous and single-valued, but the
momentum (associated with any of the coordinates) can become discontinuous, without altering
the particle flux, on both sides of each boundary. Asymptotically, the lowest energy excitations
occur when the longest wave-length perturbations induce variations in a small number of
separation variables rij . This occurs when effectively, after the initial bulk region is translated
rigidly by a small integer multiple of primitive vectors 


b , within a larger lattice where a small

variation in one or more of the separation variables rij is allowed to take place. In particular,
initially, at all points within the bulk, for each of the coordinates, (ri ,r j ,...) ,

rij
o 0 rij

(CF )  rij
o

ij

 ri Rcm
o  rij

(CF )
ij

 ri R cm
(CF) ; while at the

boundary, one or more derivatives (rij
(CF ) ) of the excited state wave function (CF )

becomes finite.
As in superfluids, in sufficiently large crystals, in principle, it is still possible to maintain

a condition of vanishing particle flux across the boundary by introducing an effective gauge
transformation; while in smaller crystals, particle flux can be minimized as a result of applying a
similar transformation, but an exact cancellation is not guaranteed. In particular, the lowest
energy configuration occurs when (CF ) o everywhere in the bulk; whilerij

(CF ) takes on
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a finite value for one value of rij at the boundary (which can only occur through a collision that
leads to a discontinuity in rij

(CF ) ). In the limit of finite N, each of these potential gauge
transformations is constrained by the requirement that the possible discontinuity A in vector
potential be discretely quantized, according to:

e j

c
Adl 2n, n = integer , (34b)

where the integration is along any closed loop that encloses the boundary, and n, in principle, is
an arbitrary integer. In this limit, since the vector potentials outside and inside the initial bulk
region are uniformly constant, A is also a constant, and it follows that


N

e j

c
A


bn, ninteger,1,2,3;, (34c)

where 

b(


b) is one of the two (remaining) primitive vectors that can be used to define each of

lattice sites on the boundary of the lattice, and Nis defined by Eq. 12.
The lowest lying excitations occur when the absolute square of the flux (as in Eq. 24)

becomes asymptotically small. Because the discontinuities A are present in order to minimize
differences between the true momentum and the CM momentum that result from variations in rij ,
that are allowed to take place outside the original bulk region, it follows that as these variations
smoothly go to zero, A also goes to zero. As a consequence of Eq. 12b, it follows that the

lowest lying excitations are integer multiples of


e j

c
A 



g

2N

and that they introduce small

deviations in the average CM momentum


d 3r exact(CF ) |v(r) |o  d 3r1 ..d 3rn ( 

2im jj

 exact (CF ) *2
r j o 

2
r j exact(CF )* o 


e j

c
(exact (CF ) * Aeff o ))


 d 2rn̂

Lattice Boundary
 1

M
( pcm 



g

2N

) exact (CF ) (r) o

.(34d)
Here, pcm kcm is the total CM momentum of o . (This is also the CM momentum of
exact(CF).) Also, (r) 

j

3( rrj ) is the single particle density operator. The integration

along the Lattice Boundary includes integrations over one region that has vanishing flux (defined
by the initial bulk lattice boundary) and a second region where rij

(CF ) is finite.
By construction, the particle flux in Eq. 34b provides the smallest contribution to the total

rate (in Eq. 24). The associated rigid, Galilean transformation, technically, is an Umklapp
process, but for an elongated lattice, in which the initial primitive vector


b is replaced the vector



L2N


b associated with the largest possible translations that are parallel to 


b. This process

has the smallest rate because, essentially, the broken symmetry occurs only once (when the bulk
lattice is translated by a single primitive vector


b), through a single change in one derivative. In

what follows, we will consider this type of broken gauge symmetry as a form of particle-hole
excitation/de-excitation, as opposed to an alternative process (a pure Umklapp process), in which
the CM momentum changes by a reciprocal lattice vector, defined by the original bulk lattice (as
in Eq. 12c).

Symmetry can play an important role in pure Umklapp processes. In particular, when a
common set of derivatives change in the same way, at many points, as a result of symmetry, pure
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Umklapp processes can take place. In general, broken gauge symmetry occurs through loss of
periodic order. The possible differences in flux that result from rigid translations are defined
by the ranges of possible values that can result from the difference (kcm kcm ') between the initial
state ( kcm ) and final state ( kcm ') CM momenta. By construction, this difference identically equals
a reciprocal lattice vector, or the sum of a reciprocal lattice vector and a wave-vector that falls
within the First Brillouin Zone when a particular form of symmetry is present, in which within
the sum, one or more contributions (from a particular wave-vector or wave-vectors) to kcm kcm '
is repetitively added.

The symmetry associated with repetitively adding the same contribution can cause a large
amount of momentum, effectively, to be transferred rigidly from all of the particles in the bulk
through flux contributions at the boundaries of the bulk into excited state (hole-like) coordinates
and into the motion of the CM, as a whole. The resulting effect is the basis of rigid, lattice recoil
(as in the Mossbauer effect). As discussed below, it can also be used to explain electronic-Zener
breakdown in finite lattices formed from insulators and semi-conductors. Potentially, as
discussed below and elsewhere ( Chubb, S.R. 2005B ; 2005C ), the effect suggests a new,
novel phenomenon, ionic-Zener breakdown, in which currents, involving hydrogen (H) and/or
deuterium (D) ions (deuterons, d’s), begin to flow, after a finite (crystal size dependent) period of
time, through finite size crystals containing palladium (Pd) that has been loaded with H and/or D
atoms .

In particular, whenever kcm kcm ' falls within the First Brillouin zone, particle-hole
excitation/de-excitation processes can take place in which one or more hole-like states become
occupied (unoccupied) and/or one or more particle-like states become unoccupied (occupied).
Momentum can be transferred from all particles in the bulk to the surface, in a partially coherent
manner when kcm kcm ' extends beyond the First Brillouin zone but is not identically equal to a
reciprocal lattice vector. In this kind of situation, in addition to processes in which the
dependences on coordinates associated with hole-like or particle-like single particle states are
changed, an additional pure Umklapp process takes place. Coherent transfer of momentum can
take place when kcm kcm ' identically equals a reciprocal lattice vector. In this situation, a pure
Umklapp process takes place, but no change occurs in the dependence on coordinates that are
asymptotically associated with hole-like or particle-like states. The difference in CM wave-
vectors kcm kcm ' can equal a reciprocal lattice vector or the sum of a reciprocal lattice and a
wave-vector in the first Brillouin zone when kcm kcm ' is finite along particular directions parallel
to one or more of the (three) reciprocal lattice vector generators 


g, but not in directions that are

parallel to all three vectors. This is a consequence of Eqs. 12c and 33.
When the CM wave-vector is conserved along a single direction parallel to 


g, for each,

non-vanishing value of i, or i,, at every value of i,, in the sum on the RS of Eq. 33, the same

contribution,


i

g

2N

+


i

g

2N

() , appears.


(kcm kcm ' ) |i

i

g

2NiN,N1

 
i

g

2N

2N(
i

g

2N


i

g

2N

) (35)

A pure Umklapp process occurs whenever the expression on the far RS of Eq. 35 can be
re-written as a sum of integer multiples of reciprocal lattice vectors. Since each primitive vector,



g (,, or ) , is linearly independent from the remaining primitive vectors, for this last



239

condition to be satisfied, the coefficients of 

g and 


gmust both be integers. As a consequence,

a change in CM wave-vector, involving a pure Umklapp process (but no change in the
coordinates associated with particle-hole excitation/de-excitation) takes place whenever Ni is
an integer multiple ofN, and Ni is an integer multiple of N. A change in the coordinates
associated with particle-hole excitation/de-excitation and a pure Umklapp process takes place, in
the remaining situations (in which the CM wave-vector is conserved only along the direction
parallel to 


g ), provided NiNor NiN . When NiNand NiN, there is no

Umklapp process, but a particle-hole excitation/de-excitation process takes place.
When the CM wave-vector is conserved along directions parallel to both 


g and 


g, it

follows from these equations that whenever all of the integers ( i, and i,,) associated with
contributions that are parallel to either of these directions vanish, and the contribution to the
difference,



kcm kcm '
{ i0}

 i

g

2N1,3

 , (36)

occurs only from values of


i

g

2N


i

g

2N
that are parallel to 


g. As a consequence, for each value

of i, , at every value of i, and i, in the sum on the RS of Eq. 33, a common contribution,


i

g

2N

() , appears. But this means that the total contribution, (kcm kcm ' ) |i, for a given
value of i, is given by



(kcm kcm ' ) |i
i

g

2NiN,N1
iN,N1

 4NN

i

g

2N

. (37)

Also, in principle, in Eq. 36, the sum over non-vanishing values of i (denoted by
{ i0 } in the equation), ii can take on any value between Nand N1, and the total
number of terms in this sum can vary between 1 and 2N. Since any number of the values of i
can be identical, it is convenient to designate each term in the associated set (from the set of
non-vanishing values { ii0 }) with a separate index j; so that ii, j is the jth element in
the set. With these definitions, it follows that


(kcm kcm ' )  (kcm kcm ' ) |i, j

j

 4NN


g

2N

i, j
j

 . (38)

A pure Umklapp process (without particle-hole excitation/de-excitation) occurs whenever
the coefficient of 


g in Eq. 37 is an integer. This occurs identically when

NiNN; (for all, odd or even, integer values of i=integer, and N) .
When the coefficient of 


g is greater than one but not equal to an integer, in addition to a pure

Umklapp process, the change in CM momentum includes particle-hole excitation/de-excitation.

This occurs when 1
2iNN

N

integer; . When 1
2iNN

N

integer,

and , coordinates associated with particle-hole excitation/de-excitation are altered,
without a pure Umklapp process taking place.
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As mentioned above, pure Umklapp processes can cause a large amount of momentum,
effectively, to be transferred rigidly from all of the particles in the bulk through flux
contributions at the boundaries of the bulk into excited state (hole-like) coordinates and into the
motion of the CM, as a whole. The largest amount of momentum that can be transferred in this
manner occurs when (as in Eqs. 37 and 38) the CM momentum is conserved along the directions
that are parallel to 


g and 


g, and along the third direction, the magnitude of (kcm kcm ' ) |i, j

is
maximized. For this case, the same, common value i, j 2N1 appears in each term, in the
sum in Eq.38, and none of the terms, associated with any of the 2N( particle or hole)
coordinates in the band, vanish. For this case, the contribution to each term in the sum

is

4NN

(2N1)

g

2N
. Since the sum extends over 2N values of i, j 2N1, the magnitude of

the total CM momentum PCM
max is given by

|PCM
max |(8NNN4 NN) |


g |(N N2d

,)|

g |, (39)

where N2d
,4 NN is the number of unit cells in the two dimensional lattice, defined by the

primitive vectors 

band 


b.

Eq. 39 illustrates that the maximum amount of momentum that can be transferred to the
lattice from the Umklapp process is size dependent and, for sufficiently large lattices, scales
linearly with the total number (N ) of unit cells in the lattice. In principle, this kind of Umklapp
process can take place in any sub-lattice, contained in the original lattice, in which Eq. 37 is
valid, which leads to the constraint that N1, N1, N1. In fact, less stringent constraints
apply in situations involving reduced symmetry: When a finite (even) number of unit cells are
periodically ordered along one or more directions (parallel to one or more of the primitive
vectors) a pure Umklapp process can take place in which some maximum amount of momentum
can be transferred to the CM of the sub-lattice.

In particular, in 2-dimensional sub-lattices, defined by the two Bravais Lattice primitive
vectors. 


band 


b, an effective, maximal 2-dimensional change in CM momentum PCM

max,2d can
be obtained by restricting the values of ki and ki ' (that appear in the difference
kcm kcm ' (ki 

i

 ki ' ) ) to the 2-dimensional Brillouin Zone , defined (as in Eq.12b) by a sum



i

g

2N


i

g

2N

of integer (i ) multiples of



g

2N

and integer ( i ) multiples of



g

2N

. When (as

in Eq. 35) all values of kcm are conserved along directions parallel to 

g ,

PCM
max,2d (N2d

,N1d
 )|


g | , (40)

where N1d
 2N is the number of unit cells in the direction parallel to 


b. When kcm is not

conserved along any direction, it follows that along any direction parallel to one of the three
reciprocal lattice primitive vectors 


g, analogous to the 2-dimensional situation, an effective

maximal, 1-dimensional change in CM momentum PCM
max,1d occurs when the same (common),

largest value of the difference in wave-vector, kcm kcm ' (ki 
i

 ki ' ) kcm kcm ' (ki 
i

 ki ' )

appears in each contribution. As in the 2- and 3- dimensional cases, the largest value occurs

when the difference in wave-vector

ki ki '

2N1
2N


g, and
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PCM
max,1d (N1d

 1)|

g |. (41)

The maximal change in CM momentum (as in Eqs. 39-41) from a pure Umklapp process, in
principle, can occur at any time. In the absence of excitation/de-excitation of the bulk, such a
process does not change the zero of energy or momentum associated with any coordinate of the
bulk many-body wave function. For this reason, Umklapp processes have special significance.
In particular, when particle-hole excitation/de-excitation processes are stifled, large amounts of
momentum can be transferred from the bulk in response to outside perturbing forces.

Because, in the presence of an applied field, the change in momentum that results from
the semi-classical equations, increases linearly with time, and because Eq. 24 applies only in the
limit of large values of , to adequately address situations involving the application of applied
fields, for extended periods of time, based on the semi-classical equations, it is necessary to
incorporate the possibility that charge can accumulate outside the bulk region through
(potentially time-dependent) variations in the zeroes of energy and momentum. In principle, the
associated, non-unitary coupling to additional, resonant processes, can be included through a
dependence in each many-body state on additional unoccupied states associated with higher
energy band eigenvalues (that result from scattering processes). In this case, however, in order
to accommodate the potential loss of gauge symmetry and non-unitarity, and the possibility that
charge can accumulate, the associated wave-vectors are no-longer required to be real, or to be
restricted to the First Brillouin Zone, and the applicability of the formalism associated with low
T processes (presented here), in general, need not apply. And a variant of the kind of heuristic
approach ( Burcin Unlu et al 2004 )that has been employed, involving semi-empirical
Hamiltonians, would be required. Possible implications of this higher T, long time limit will be
explored at a later time ( Chubb, S.R. 2005D ).

In the presence of applied fields, however, a net flux of particles (associated with each
matrix element in Eq. 23) at the boundary of the bulk region occurs. Such a flux results in a
“rigid” translation of the bulk that is required to break the gauge symmetry and degeneracy
(associated with a perfectly rigid Umklapp process) because of the loss of translation symmetry.
For this reason, in most situations, the kind of pure Umklapp process that could result in the
maximum amount of momentum being transferred to the CM (as in Eqs. 39-41), in general, will
not take place. In particular, in situations involving unfilled bands and finite current, a
competition between injected hole-like contributions (which lower the Fermi Energy by
removing charge from the bulk region) and particle excitations occurs, in finite lattices, that
eliminates the possibility of perfectly rigid Umklapp processeses, in which no excitation or de-
excitation of the bulk takes place. (Here, excitation or de-excitation of the bulk refers to a
process in which the zero of energy and zero of momentum involving a specific coordinate
associated with a particle in the final state many-body wave function changes relative to the
comparable zero of energy, involving the same coordinate and particle in the initial state.)

However, when the highest occupied fermion band is completely filled, and the highest
(lowest) occupied fermion (boson) band has negligible dispersion, when external forces are
applied for appreciable periods of time, the kinds of coherent, rigid, Umklapp processes,
associated with Eqs. 39-41, can take place. In particular, provided the zero of energy and
momentum associated with each hole-or particle- like coordinate remains fixed relative to the
zero of energy and momentum of every other coordinate, no excitation or de-excitation of the
bulk takes place. This can occur, rigorously, for all values of time t, provided that for all values
of k,

(k)=(0)=constant . (42a)
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This can also occur over finite, discrete intervals (integer multiples of the period of a Bloch
oscillation [ Bloch 1928 ] ), defined by the condition that


dt

dk
dt
kj (

dk

dt
(tto) ko )

to

to T
Bloch

 j(

gko )j (ko ) 0, (42b)

where



T 
Bloch 

|

g |

|
dk

dt
|


|

g |

| e j


E |

is a particular, critical, interval of time (referred to as the Bloch

oscillation period) that is associated with the potential breakdown of the single-band, semi-
classical equations (as in Eq. 20).

In the complete picture (as presented here), the semi-classical equations only apply
rigorously, in a perfect, finite lattice, to the GS and the lowest-lying excitations. (This is in
contrast to the conventional quasi-particle picture where it is assumed they apply to states in
higher energy bands, throughout an infinitely-repeating lattice.) There is an additional, implicit
restriction that naturally occurs in the finite lattice situation, associated with Eq. 42b, that is not
obvious in the quasi-particle picture (and, in fact, was a source of considerable confusion, for a
number of years [Bouchard & Luban 1995] ): Limitations of the semi-classical theory actually
are required, associated with potential time-reversible phenomena (referred to as Bloch
oscillations). In particular, since the semi-classical picture only applies rigorously to the band
that has the lowest energy unoccupied states, the equations apply only approximately in
situations in which excitations into higher energy bands take place. For this reason the potential
breakdown of the single-band approximation in the conventional quasi-particle picture (for
example, through Zener tunneling [ Zener 1934 ]), in general, involves a complicated many-
body problem.

In fact, in finite lattices, as discussed below, in the limit of finite, but vanishing-ly small
T, Bloch oscillations are required in filled-band systems, in which the filled band has negligible
dispersion. In other situations, changes in the relative proportion of occupied and unoccupied
states either lead to collisions (as in Eq. 24) or involve a rigid band filling picture in which all of
the occupied states are shifted uniformly (through a constant shift of the total zero of energy).
These forms of excitation/de-excitation involve coupling between the GS and all states, which, in
the absence of broken gauge symmetry, would be degenerate. By construction, in a lattice that
remains fixed in size and structure, a limited, fixed, number of degenerate, many-body states are
involved and (as a consequence of minimizing the overlap between these states) during the
symmetry breaking process, each state is orthogonal to the others, within the volume, defined by
the lattice.

At finite T, it is always possible that particular processes will result in a change in the
total energy either from all of the (filled and partially filled) bands, or from the (partially filled)
highest (lowest) occupied fermion (boson) band. But, relative to the absolute zero of energy, in
the bulk, the lowest energy forms of symmetry- breaking processes asymptotically, at finite but
vanishing-ly small T, conserve the total energy, relative to the zero of energy, by uniformly
shifting all of the particle-like states (including those that are located in filled-bands) from every
(occupied or unoccupied) band state since this is required by symmetry breaking processes (in
order to minimize energy), and these processes always lower the energy of the lowest energy,
many-body states.

But then, since the semi-classical equations apply rigorously only to the lowest energy
forms of excitation, they apply only to the single band, that contains the zero of energy of the
GS. Processes that involve inter-band transitions, or intra-band transitions (through particle-
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hole excitation/de-excitation) that do not conserve the total energy (relative to the absolute zero
of energy) or particle number associated with the bulk, by assumption, have finite rates (and
lifetimes) that are defined by the collision terms that appear in Eq. 24. These processes do not
occur, in the lowest energy forms of excitation.

In fact, Zener ( 1934 ) developed a phenomenological model that takes into account the
possibility of inter-band transitions. In particular, Zener suggested that although Bloch’s theory
of conduction predicts that when a constant


E field is applied to an insulator at room

temperature, or to a semi-conductor (at low values of T), no current will flow, initially, after an
interval of time that is greater than or equal to T 

Bloch , tunneling should be expected to take
place from the valence band to higher bands, and that this would lead to a finite current.

He based this observation on a model in which the electrons should be viewed as quasi-
particles that are free to oscillate (without producing current), in a manner that is consistent with
the semi-classical equations. Within this context, he reasoned that whenever an oscillation takes
place, a form of scattering is required, involving not only an effective reflection (associated with
the oscillation) but also a form of transmission into a higher energy band state. In this way,
beginning with a filled valence band in a 1-dimensional lattice, he reasoned that in electron
systems, forms of electron “quasi-particle” tunneling from the highest occupied band to the
lowest unoccupied band could take place, and that this would lead to a finite current. On the
other hand, although Zener developed his tunneling arguments, based on the semi-classical
equations, in doing so, implicitly, he introduced irreversible forms of scattering that are not
rigorous. Ironically, he developed these ideas, based on observations by Bloch, that actually are
more rigorous. In particular, (as discussed below) Bloch did identify the possibility of Bloch
oscillations, but he dealt exclusively with the limit involving the single band that has the lowest
unoccupied states, and, in doing so, he maintained time-reversal invariance.

Implicitly, the restriction that the semi-classical equations apply to a single band is

equivalent to limiting the possible momentum (



dk
dt

( tto )) that can be transferred by the

constant external force



dk
dt

over the interval of time tto to a particular set of indistinguishable

particles, in the many body state. An approximate constraint that forces this to happen is that the
particle-hole excitation/de-excitation process not involve coupling to phonons within the lattice.
This constraint, in turn, can be imposed by requiring the magnitude of the change in energy
between any two times, t1 and t2 , not exceed the minimal energy (phonon

min ) that is required to
excite phonons possessing a particular, minimal frequency (phonon

min ), defined by the lattice:


| dt dk

dt
kj |

t1

t2

 |j(k (t2 ))j(k( t1)) |phonon
min (43)

When Bloch ( 1928 ) developed the semi-classical equations, he recognized that in 1-
dimension, the equations predict that, in the context of the heuristic “quasi-particle” picture that
forms the basis of his theory of conduction, in the absence of collisions, in a perfect, infinite
lattice, the effective electron momentum distribution function (defined by wave vectors in the
First Brillouin Zone) could oscillate, as a function of time, indefinitely, with a period defined by
T 

Bloch . Effectively, he also assumed that the theory would apply only to a single band.
In fact, the semi-classical equations do apply to a single band rigorously in finite but

vanishing-ly small T, as a consequence of broken gauge symmetry. Bloch’s use of the single
band approximation is rigorous provided Eq. 43 is valid. However, he did not point out the
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limitations associated with Eq. 43. In electron systems, this equation is never satisfied except in
unusual situations. For this reason, the associated Bloch oscillation effect does not take place in
any known, “naturally-occurring” solid. It’s existence has been inferred from optically induced
excitations in “artificial solids,” consisting of multilayer heterostructures, involving very thin,
alternating layers of GaAs and AlxGa1-x that were grown, using molecular beam epitaxial
techniques ( Feldmann et al 1992 ). Subsequently, beginning with measurements involving ultra
cold, neutral atoms, in optical lattices, by Dahan et al (1996) and Wilkinson et al ( 1996 ) that
were extended to situations involving BEC’s in optical lattices, by Morsch et al ( 2001 ), and
Denschlag et al ( 2002 ), the effect was observed in forms involving individual matter waves
(neutral atoms) or coherent matter waves (neutral atoms in a BEC) in an optical lattice. An
intuitive explanation for the fact that the effect is difficult to produce exists: Bloch oscillation
periods are so long that collisions with phonons and lattice imperfections always take place
before a single Bloch oscillation period has elapsed. In the work by Feldman et al, involving
GaAs –AlGa supercells, by construction, the energy bands along a particular direction, can be
forced to have negligible dispersion, and as a consequence, the inequality in Eq. 43 is satisfied.

An important reason that in the studies involving coherent matter waves in optical lattices
( Morsch et al 2001 , Denschlag et al 2002 ) the effect could be observed directly is that the
associated lattice and “quasi-particles” are formed with such a high degree of control that the
effects of collisions can be eliminated, and the applied external force can be finely tuned. In
particular, especially in the work involving BEC’s: 1.The lattice, which is formed from counter-
propagating laser beams, does not have phonons and imperfections (except for those associated
with boundary and finite size limitations); 2. There is no long-range Coulomb interaction; 3.
When the BEC density is sufficiently dilute, the quasi-particle oscillations are essentially
collision-less, and with increasing density, the effects of collisions can be monitored and
controlled; and 4. As opposed to creating the external force from an applied


E field, which is

subject to non-uniformity, especially near surfaces and interfaces, in this work (Morsch et al
2001 , Denschlag et al 2002 ), the electrostatic force (e j


E ) (that appears in the conduction of

charged particles in solids) is replaced by an effective force (defined by the relative acceleration
of the lattice with respect to the CM of the BEC), which is: 1. Independent of the charge; and 2.
Can be precisely controlled. In particular, the velocity of the lattice can be changed arbitrarily by
introducing an off-set in the frequency of one of the counter-propagating lasers. When the off-
set is a constant, the lattice moves at constant velocity, relative to the CM of the BEC. When the
off-set increases linearly with time, the lattice is uniformly accelerated, by a constant amount.

Since the energy bands are defined by externally applied (inertial or gravitational) forces,
not by Coulomb interactions, and the manner in which the lattice is constructed (through the
dipole potential) is provided by the external lasers, no coupling to phonons is required, and the
upper limit in the inequality in Eq. 43, is defined either by the energy associated with the lifetime
of the experiment, or by the energy band gap W (=the minimum difference in energy between
the lowest energy band and the first excited state band), not byphonon

min . Because the force can
be uniform, provided the BEC is loaded into the lattice, with an approximately uniform density
(which can be accomplished using suitable Magneto-Optical-Trapping parameters [Denschlag et
al 2002 ], and laser frequencies), except in the immediate vicinity of the boundaries of the
lattice, in the rest frame of the BEC, the net, effective force that acts on the CM of the BEC (as in
the situation associated with CM motion of the bulk, in Eqs. 19a,b) is directed opposite to and
with the same magnitude as the force associated with the acceleration (provided by the lasers).
As a consequence, provided the BEC occupies one of the states in the lowest energy band (so
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that Eqs. 17a-c can be expected to apply), the semi-classical equations can be expected to
rigorously apply, provided the time-scales associated with collisions are considerably longer than
those associated with measurements, involving the behavior of the BEC in the lattice. In
particular, this can be accomplished, for example, by adiabatically turning on the lattice potential
( Denschlag et al 2002 ) and by preparing the BEC with a density that is sufficiently diffuse that

the Thomas Fermi limit (Dalfovo et al 1999 ) applies and the time-scale TF





(chemical

potential) , associated with collision-induced fluctuations of the BEC, is considerably longer than
the lifetime of the experiment.

In fact, the intuitive quasi-particle picture has limitations. A more precise picture
involves the onset of broken gauge symmetry in finite lattices and the manner in which this is
introduced. In particular, Eq. 42a is the true limit that describes a perfect insulator, in a finite
lattice. It also describes the limit associated with non-interacting atoms, as they are allowed to

interact. In either limit,



dk
dt

e j


E for a particular charge e j in a solid, or




dk
dt

Ma , M=mass of

neutral atom, a=acceleration of atom, relative to an optical lattice. An important point that also
should be emphasized is that in either limit, the physical transport of charge actually can occur
through a rigid translation of the CM of the particular charged particles, as opposed to a form of
tunneling. It is also possible that if the associated translation is stifled for a long enough period
of time, either limit can provide a mechanism for large amounts of momentum to be transferred,
effectively, in a coherent manner, to the CM through forms of coupling involving matrix
elements that involve different CM momenta (as in Eqs. 39-41), associated with Umklapp
processes.

Recently, it has been suggested ( Chubb, S.R. 2005B ; 2005C ) that precisely this
alternative, coherent form of “Zener breakdown,” may take place through a process, in which
charge that is responsible for the insulator-to-conductor transition comes from (positively
charged) ions of H (and its isotopes), as opposed to electrons. (When the coherent form of
“Zener breakdown” involves D+ ions, the transition is from an insulating to a superconducting
state since d’s are bosons.) In particular, in the limit in which a finite size crystal contains
approximately one H or D atom per Pd atom, additional forcing of an H or D into the lattice can
lead to these forms of ionic conduction in order to minimize energy ( Chubb, S.R. 2005B ;
2005C ). Such a form of conduction can be expected to take place in finite size crystals,
provided the deviations from full-loading (x=1 in PdHx or PdD) are sufficiently small because of
the (4d-5s like, anti-bonding) orbital character and (delocalized, Pd-like) spatial distribution of
the electronic states ( Klein & Cohen 1992 ) immediately above and below the Fermi Energy.
In infinitely-repeating lattices, the associated bonding characteristics are responsible for the
strongly anharmonic behavior of the optical phonons ( Klein & Cohen 1992 ).

An important distinction exists between cases involving finite, and infinitely-repeating,
periodic PdH and/or PdD lattices. In finite PdH and/or PdD crystal lattices, in order to sustain
high-loading (x1 in PdHx or PdDx ), externally applied electric (in the case of electrolysis) or
pressure (in the case of gas-loading) fields are necessary, which means that even small variations
in loading will induce variations in charge that extend throughout the crystal and into and away
from the external regions that surround it ( Chubb, S.R. 2005A ; 2005B ). For this reason, in
the case of finite-size crystals, these fluctuations can carry a small amount of ionic charge away
from the crystal. When this happens, effectively, a finite size crystal, containing PdH or PdD,
can conduct both electrons and p’s or d’s. This is not true in infinitely-repeating PdH or PdD
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lattices, where the associated fluctuations are associated with coupling between Pd-like electrons
and the dominant, low-energy, acoustical phonons.

The effect can occur in finite size crystals (but not in infinitely-repeating crystals)
because the externally applied electric or pressure fields impart forces to the crystal. The effect
can take place in PdH and PdD because (as a consequence of the electronic structure), provided
the fluctuations in loading are small enough, the associated forces can be small enough that the
associated many-body system can remain close to its GS. Effectively, this induces a shift in the
zeroes of energy and momentum of the small ionic component associated with the fluctuation,
relative to the comparable electronic component.

With increasing time, the amount of momentum increases. Each time the momentum
exceeds a particular value associated with an Umklapp process, it becomes possible to alter the
coordinates associated with holes and particles through an excitation of the system. But in the
(effectively adiabatic) limit, in which the induced field (associated with the fluctuations) is
sufficiently small, no excitation takes place, and effectively, the lattice is allowed to move
rigidly. Eventually the momentum exceeds the maximal amount defined by the perfect, flat band
limit, associated with Eq. (37). At this point, ion conduction takes place. In the limit of an
infinitely-repeating, periodic solid, the lattice becomes infinitely large and the externally applied
field becomes infinitesimal. But in this limit, the time that is required for the onset of ion
conduction becomes infinite.

Realistic estimates ( Chubb, S.R. 2005A; 2005B ), for a situation involving electrolytic
loading, suggest that in finite size PdD crystals, effectively, even small fluctuations in loading
( x1, ~ 3103, in PdHx or PdDx ) can induce changes in momentum that may be large
enough to account for some of the anomalies that have been observed in these systems ( Arata &
Zhang 1995 ; 1997A ; 1997B ; 1999 ; 2000A ; 2000B, Miles et al 2001 ). But whether or not
this happens depends on the size of the crystal. In crystals that have characteristic dimensions of
.01 millimeters, the oscillations can carry charge but only after a very long time (on the order of

weeks). In crystals that have characteristic sizes of 10's of A
o

, the applied electric fields can
induce ion conduction in less than a hundredth of a second ( Chubb, S.R. 2005C ; 2005D ).
The range of the possible Zener tunneling times (between fractions of a second and weeks), in
these calculations, is consistent with the observed range of possible times associated with the
onset of heat production, after the attainment of high-loading. This suggests that the observation
that after high-loading, a variable “incubation”, or “triggering” time period is required to elapse
before the onset of heat, may be related to the sizes of the crystals that are used in the
experiments. The fact that the calculations suggest that the shortest times occur in smaller
crystals may explain why the anomalous heat appears to be more reliably reproduced in systems
that have crystals with characteristic dimensions that are on the scale of 10’s-100’s of nm ( Arata
& Zhang 1995 ; 1997A ; 1997B ; 1999 ; 2000A ; 2000B, Miles et al 2001 ). Arata and
Zhang (2005), in particular, independently suggested a similar idea, based on evidence that they
obtained in their experiments, involving Pd black.

An interesting and important result is that because, in principle, the Generalized Multiple
Scattering formalism can be used to estimate rates associated with arbitrary forms of reactions, in
finite regions of space, it can be used to estimate limiting time-scales, associated with finite-size
effects. Implicitly, this fact has been used throughout this paper. In particular, using Eq. 23, it is
possible to estimate the limiting time-scales associated with the impact of finite-size effects on
dissipative processes involving collisions or with other effects associated with external forces
that are not included in the measurements.
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These estimates can be calculated when it is possible to model the many-body wave
functions of both an initial (unperturbed) and a final (perturbed) Hamiltonian, in which the
perturbation V is associated with a particular process or effect. For example, in modeling the
effects of collisions, V could be equated with the non-linear terms in the Gross-Pitaevskii
equation (Dalfovo et al 1999). Similarly, V could be equated with the change in effective
potential energy associated with corrections to the initial Hamiltonian that can result when the
relative acceleration (


a ) of the BEC, with respect to the lattice is non-uniform. For illustrative

purposes, an estimate is given (immediately below) of the limiting time-scale associated with
finite-size effects for a situation in which 

a is not uniformly constant over a particular region of
the lattice. (The associated argument can also be applied to provide a comparable estimate of the
limiting time-scale associated with finite size effects for a situation involving collisions. This
case will be considered at a later time [ Chubb, S.R. 2005D ].)

When
a is not uniformly constant over a particular region, but the BEC moves rigidly,

to a first approximation, provided the associated non-uniformity in 

a varies slowly, the

dependence of the many-body function (r1,...,rNb
) on the CM coordinates ( rcm ) becomes

separable from its dependence on each of the remaining, independent coordinates
( rj rcm , j 1,Nb ). (Here, as defined in section II, Nb refers to the total number of bosons.) But
then, (r1,...,rN b

) can be re-expressed in the form,
(r1,...,rNb

) ( rcm )rel (r1rcm ,....,rN b
rcm ), (44a)

where( rcm) and rel (r1rcm ,....,rNb
rcm ) , respectively, describe the dependence of ( r1,...,rN b

)

on CM and the remaining (independent) coordinates. of the BEC. Also, in this limit, at a
particular location r, 


a 


a(r) can be expressed in terms of its linear order Taylor Series

expansion relative to its value at an initial position ( ro ) of the CM of the BEC.
Again, for illustrative purposes, it is convenient to consider a particular (idealized)

situation, in which the BEC is in free fall (along the z-axis), the local gravitational constant g
only varies in the z-direction, the local gravitational acceleration is

gẑ g(z) ẑ (g(zcm )(zzcm)g(zcm )
zcm

) ẑ , (44b)

and the lattice is also accelerated in the (negative) z-direction, uniformly, by an amount

|

a |g(zcm ). For this situation, in the frame of the lattice, the relative acceleration of the BEC is



alatt(z) (g(z) g(zcm ))ẑ , and the effective potentialV(z) that describes the CM motion is
given by

V (z) MBEC
(z zcm) 2

2
g(zcm)
zcm

. (45)

Through Eq. 23, it is possible to identify the minimum rate associated with the onset of

finite size effects in measurements of g(zcm )
zcm zcmz1

g' (z1) in a situation involving a particular

value zcm z1 , relative to a comparable measurement of g(zcm )
zcm zcmz2

g' (z2) that involves a

different value of zcm z2 . By minimizing this rate, it is possible to identify critical values of the
parameters (the number of lattice sites, N, and bosons, NB ) that are required to perform
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measurements of g(zcm)
zcm

with a specified level of accuracy. In addressing this last problem, we

can require that g(zcm)
zcm

be non-negative. (When g(zcm)
zcm

0, the net contributions at the

boundaries of the lattice to the rate expression, in Eq. 23, asymptotically vanish since the
associated solutions of the Schroedinger equation, which involve Hermite polynomials with
imaginary arguments, are oscillatory. As a consequence, in the absence of additional
perturbations, the time-scale associated with the onset of finite size effects, for this case, is non-
physical since it is always infinite.)

For a particular, important application (involving gravity gradient measurements from

airplanes [van Leeuwen 2001 ] ), a measurement of g(zcm )
zcm

is required to have an absolute

error of 1 Eotvos (=E=10-9 m/(m-s) ~10-10 g/m). It is possible to use this value to obtain
approximate bounds for critical values of various parameters associated with the lattice and BEC
(that result from the onset of finite size effects) by minimizing the Reaction rate (from Eq. 23)
that results from the overlap of an initial state BEC, which is in an eigenstate of a Hamiltonian

Ho, associated with an initial potential Vo (z) MBEC
(z z1)2

2
g' (z1) , defined by the mass (=MBEC)

of the BEC and its gradient ( g' (z1) ) at z=z1 with an eigenstate of of a Hamiltoian HF , which is
identical to Ho, except that the Taylor series expansion is evaluated at the location z= z2. The
associated perturbation is

V (r) VF ( r) Vo(r) MBEC
(z z2) 2

2
g' (z2 )

( zz1)
2

2
g' ( z1)









.

In a situation involving an infinite lattice, the initial and final states asymptotically
approach the solutions of two, different, single-particle, harmonic oscillator Hamiltonians (that
respectively have angular frequencies 1  g' (z1) and 2  g' (z2 ) )). In the many-body
situation, in a finite lattice, as a consequence of Eq. 6, minimal reaction rate occurs in the limit in
which rel ( r1 rcm ,....,rNb

rcm) is the same in the initial and final states (so that the net flux from
the relative coordinates vanishes), and the contribution from the CM coordinates, associated with
the LS and RS of Eq. 6, is identically the same. This occurs when the CM portions of the initial
and final state (which can both be assumed to be uniform and constant in directions
perpendicular to the z-direction), respectively, can be described by wave functions

o (r) 
o( z)
A1/ 2 and f ( r) 

f (z)

A1/ 2 that are given by the GS wave functions defined by the cross-

sectional area A perpendicular to z, and the harmonic oscillator Hamiltonians, possessing
frequencies 1 and 2:


o (r) 

1
A1/ 2

MBEC1












1/ 4

exp(
MBEC1z

2

2
) , (46a)

and


f (r) 

1
A1/ 2

MBEC2









1/ 4

exp(
MBEC2z 2

2
) . (46b)

It follows that when Eqs. 46a and 46b are substituted into Eq. 44a, o o(rcm)rel and
f f (rcm)rel , and these wave functions can be used to evaluate the flux, when they are
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substituted into Eq. 6 (with f ' ,o GS ). Then, when rel ( r1 rcm ,....,rNb
rcm) is the same

in the initial and final states (which is required for a minimal rate contribution from flux terms
associated with the boundary), it follows that


d 3r' |v(r) |GS  dS

V
 n' | v(r) | GS  io(L)f (L)2L(12) ,


i(12 )Le


(1 2 )ML

2

2

12 1/ 4 MBEC










1/ 2

(47a)
where 2L is the length of the lattice, and the factor of 2 (in the first line on the RS) is present
because the contributions to the integral at each endpoint (defined by rcm L ) are equal. Also
consistent with the assumption that the contributions (from finite size effects) to the rate
expression be minimized (in Eq. 24), the final density of states can be derived using the
expression that applies to a single-particle, harmonic oscillator (with final frequency 2):


final (E )

E1

2

 (E Eexact (CF )
F

 )  (
1

2
(n 

1
2n

 )2 ) 
1
1

. (47b)

It is possible to make an estimate of the minimal transition rate Rof (which can be used
to infer critical values of the parameters associated with lattice site) between the initial and final
states (o (r) and f (r) ) by substituting Eqs. 47a,b into Eq. 23:


Ro f L2(12 )1/ 2 MBEC


(12 )2

1

e
( M BEC (1 2 )


L2 )

. (48)

As a function of L, the maximum value of Ro f can be used to infer a critical values (Lcrit and 2

Lcrit ). In particular, from the condition that
Ro f

L
LLcrit

0 , it follows that


L

crit

2



M BEC (1 2 ) . (49)

Since at the surface of the earth ( Snadden et al 1998 ) g' (z1) 3.08106 (Htz) 2 3080 E
1 E g' ( z1) g' (z2) , with negligible error, the difference between 1 and2 in the prefactor of
(1 2) 2 in Eq. 49 can be ignored. Then, it follows that the maximum value of Rof (=

Rof(Lcrit) 
12 2

1

e1.0 2.010104 Htz ) does not depend on the value of MBECNbMatom and,

thus, is independent of the number of bosons ( Nb ) and mass ( Matom) of an individual atom in the
BEC. On the other hand, values of Lcrit, lattice size (=2 Lcrit =2Nz | bz |;


bz bz



L

2Nz

; Nz
N z ), and Nz all depend on MBEC. In the initial measurements (

Anderson & Kasevich 1998 ) of g (based on optical lattices), the lattice spacing | bz |=850nm,
and (since in this experiment, vapors of 87 Rb were used) Matom 144.041024 g ( Chubb, S.R.
2000E ). From these values, it follows that in this experiment, for Nb 1000000, the minimal,
required vertical length Lmin 2lcrit 912 nm, and the minimal number of unit cells Nmin >2; while
for Nb 1000 , Lmin 2lcrit 28833 nm, Nmin >68, and for Nb 100, Lmin 2lcrit 28833 nm, Nmin

>214.
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VII Conclusions

In this paper, a new formalism, Generalized Multiple Scattering, has been developed for
estimating the rates of particular many-body processes, based on general properties of particular
systems. This formalism is difficult to apply in many situations because it requires information
about the fluxes of particles that enter and leave a particular region, where collisions are allowed
to take place. The formalism is especially useful, however, for investigating the GS and lowest-
energy excitations in situations involving broken gauge symmetry. In particular, in the presence
of a gauge symmetry, the GS and lowest-energy excitations are degenerate. When the symmetry
is broken, system energy is minimized when overlap with the GS is minimized.

In the case of ordered lattices, the relevant gauge symmetry involves the invariance of the
many-body Hamiltonian with respect to Galilean transformations, in which the bulk region is
translated rigidly without altering any of the particle-particle separations in the region. (Here,
bulk region is defined to be portions of a solid or optical lattice, respectively, in which charge or
the number of atoms is conserved.) Broken gauge symmetry occurs through effects that result
from accumulation of charge (in solids) or changes in the potentials (in optical lattices) at the
boundaries of the periodically ordered (bulk) region. The requirement that, in the presence of a
broken gauge symmetry, minimal overlap occur between the GS and the lowest-lying excited
states (associated with the initial gauge symmetry) imposes constraints on the form of the
allowable states, in bulk regions. From this starting point, it is possible to prove a generalized
form of Bloch’s theorem and to generalize the associated semi-classical transport theory.

Because Bloch’s theorem, by construction, occurs as a result of a broken gauge
symmetry, implicitly, it is associated with a (potentially huge) set of degenerate states. These
states are related to each other through coherent forms of rigid-body motion, associated with
Umklapp processes. Again, by construction, since this broken gauge symmetry becomes
dominant when collisions are reduced, the associated Umklapp processes become important
either at low T or when collisions are stifled. Quantitative bounds for the amounts of momentum
that can be transferred from a crystal lattice to a surface or interface (and vice-versa) through
these kinds processes, traditionally, in models in which the lattice is infinitely-repeating and
periodic, have been poorly defined. But in finite solids, at low, but finite temperature, precise,
size-dependent bounds can be identified. In particular, although in larger crystals, collisions with
phonons tend to reduce the magnitudes of the associated effects, in smaller crystals (or in optical
lattices), this is not the case.

In a particular limit, in PdD and PdH crystals, a novel situation can occur in which H+

and D+ ions (in addition to electrons) can become charge carriers. At the transition between the
ionic insulating- and conducting- state, a form of Zener/Ionic breakdown (similar to
Zener/Electronic breakdown in insulators) in smaller PdD and PdH crystals can take place in
which coherent Umklapp processes lead to effects that can be quite large. In the case of PdD, the
associated effect can lead to a coherent form of interaction that mimics an insulator-
superconductor transition. The ranges of time-scales (which vary between weeks and fractions
of a second) for initiating this kind of effect appear to be consistent with the comparable ranges
of incubation times that have been observed to be required before anomalous heat is produced
during the prolonged electrolysis of D2O by PdD. The fact that the shortest time-scales required
for Zener/Ionic breakdown and the production of Excess Heat both occur in PdD crystals that
have characteristic dimensions ~10’s of nm suggests that Excess Heat is being triggered by
Zener/Ionic breakdown.
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Generalized Multiple Scattering Theory can be used to estimate the transition rate for a
particular process, provided the process can be approximately represented, using known initial
and final states. In the paper, a concrete example, involving the identification of critical length-
and time- scales, associated with finite size, in the problem of measuring the gradient of the
gravitational force, is used to illustrate this. The argument associated with this calculation
illustrates that the critical length-scale of the lattice is inversely proportional to the square root of
the number of ultra cold atoms that occupy a single coherent matter wave (Bose Einstein
Condensate) state. The associated calculation provides quantitative information that will be
useful in the problem of observing variations in gravitational force, using coherent atom waves,
from airborne platforms.
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